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1. Introduction. We consider linear time-invariant (LTI) descriptor systems of14

the form15

Eẋ(t) = Ax(t) +Bu(t),(1.1a)16

y(t) = Cx(t) +Du(t),(1.1b)17

z(t) = Kx(t),(1.1c)18

where x : R → Rn, u : R → Rl, y : R → Rp, and z : R → Rr are known as19

the semistate vector, the input vector, the output vector, and the functional vector,20

respectively. E, A ∈ Rm×n, B ∈ Rm×l, C ∈ Rp×n, D ∈ Rp×l, and K ∈ Rr×n21

with r ≤ n are known matrices. The first order matrix polynomial (λE − A), in22

the indeterminate λ, is known as matrix pencil. If m = n and det(λE − A) is a23

nonzero polynomial in λ, then system (1.1) is said to be a regular descriptor system.24

In this article, we consider systems (1.1) in their most general (rectangular) form25

and assume that the system designer has defined all the coefficient matrices and26

variables in such a way that the solution set of system (1.1) is non-empty. The tuple27

(x, u, y, z) : R → Rn+l+p+r is said to be a solution of (1.1), if it belongs to the set28

B := {(x, u, y, z)∈L 1
loc(R;Rn+l+p+r) | Ex ∈ ACloc(R;Rm) and (x, u, y, z) satisfies29

(1.1) for almost all t ∈ R}.30

Here, L 1
loc(R;Rn+l+p+r) denotes the set of measurable and locally Lebesgue integrable31

functions from R to Rn+l+p+r andACloc(R;Rm) represents the set of locally absolutely32

continuous functions from R to Rm. It is well-known that, corresponding to any given33

initial condition Ex(0), the system (1.1) may have more than one solution.34

In many control applications such as feedback control, fault diagnosis or process35

monitoring, the information about the full (K = In) semistate vector or some part of36
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it is required [30]. However, this information is not available due to physical and/or37

economical constraints. Hence, in general, the functional vector z(t) ∈ Rr contains38

those variables which cannot be measured and, therefore, we need to estimate them.39

The existing theory of state estimation for systems of the form (1.1) can be broadly40

classified in two categories:41

(i) The estimation generated by a DAE system (described by differential and42

algebraic equations) of the form43

E ˙̂x(t) = Ax̂(t) +Bu(t) + L1v(t),(1.2a)44

y(t) = Cx̂(t) +Du(t) + L2v(t),(1.2b)45

ẑ(t) = Kx̂(t) + L3v(t),(1.2c)46

where L1, L2, L3 are matrices of appropriate sizes, and v(t) is an error47

correction term.48

(ii) The estimation generated by an ODE system (described by ordinary differential49

equations) of the form50

ẇ(t) = Nw(t) +H

[
u(t)
y(t)

]
,(1.3a)51

ẑ(t) = Rw(t) +M

[
u(t)
y(t)

]
,(1.3b)52

where N ∈ Rs×s, H ∈ Rs×(l+p), R ∈ Rr×s, M ∈ Rr×(l+p), and s ∈ N ∪ {0}.53

From an applications point of view, estimation by (1.3) is always preferred because54

this system can be initialized arbitrarily and is easily implemented.55

In the last few decades, the problem of state estimation for system (1.1) has gained56

significant attention, due to its wide area of applications in various domains. To the57

best of our knowledge, the problem of full-state estimation was first considered in 196458

for state space (E = In) and in 1983 for descriptor systems with the seminal works59

by Luenberger [26] and El-Tohami et al. [13], respectively. After this, the theory of60

full-state estimation for descriptor systems was well developed. Nowadays, there are61

several equivalent characterizations for the full-state estimation of systems (1.1), and62

algorithms for the construction of the estimators exist. A relatively complete literature63

for the theory of full-state estimation of LTI descriptor systems (1.1) can be found64

in [4,5,17,21] and the references therein. On the other hand, the problem of functional65

(or partial-state) estimation has been first addressed in the pioneering work of Dai [9]66

and Minamide et al. [27] on regular descriptor systems. In both of these works, the67

authors estimated z(t) by systems of the form (1.2) under sufficient conditions by68

fixing L2 = I and L3 = 0 in system (1.2). Since then, functional estimators have69

been used in estimating state space systems with unknown inputs [15], designing70

observer-based controllers for descriptor systems [14], and fault-tolerant controllers71

for regular descriptor systems [25]. In [1], Berger studied LTI descriptor systems72

(1.1) in the context of disturbance decoupled estimation and established a geometric73

characterization for estimation of the functional vector z(t) via system (1.2).74

Jaiswal et al. [19] introduced the notion of partial detectability for system (1.1)75

with algebraic as well as geometric characterizations. Further, the authors showed76

that partial detectability of system (1.1) is necessary for the estimation of the functional77

vector z(t) via system (1.2), if L2 = I and L3 = 0. In this article, we will see that78

partial detectability is also necessary for the estimation of z(t) via system (1.3).79

In 2012, Darouach introduced the concept of partial impulse observability as80

a sufficient condition for the estimation of z(t) [10, 11]. Notably, the estimation81
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procedures are correct in [10,11], but there was a flaw in the algebraic characterization82

of partial impulse observability. A modified and correct algebraic as well as geometric83

characterization of partial impulse observability of system (1.1) has been established84

in [18]. In this article, the authors show that partial impulse observability plays a85

prominent role in the estimation of the functional vector z(t) by (1.3), similar to86

impulse observability in full-state (K = In) estimation.87

In 2021, Jaiswal et al. [22, 23] provided a new set of sufficient conditions for the88

estimation of z(t) via system (1.3), which are weaker than the conditions provided89

in [10, 11, 25]. In [20], Jaiswal et al. further studied the problem and provided much90

milder sufficient conditions for the existence of a functional estimator (1.3). Although91

the proposed estimation condition in [20] is weaker than all the existing conditions in92

the literature, it is still not close to being necessary as we will show in Example 5.1.93

In this article, we provide necessary and sufficient conditions for the estimation of z(t)94

via systems of the form (1.3).95

The paper is organized as follows. Section 2 collects some preliminary results96

used in the sequel of the article. In Section 3, the concept of partial causality with97

respect to K for system (1.1a) is introduced. We provide a rank criterion to test98

the partial causality of system (1.1a) with respect to K. In addition, this section99

extends the concept of partial causality to partial causal detectability and establishes100

several equivalent algebraic and geometric characterizations for the same. In section 4,101

necessary and sufficient conditions for the estimation of the functional vector z(t) (via102

system (1.3)) are established. A numerical example is given in Section 5 to illustrate103

the step-by-step estimator design procedure. Finally, Section 6 concludes the article104

with some future research directions.105

We use the following notations throughout the article: 0 and I stand for zero106

and identity matrices of appropriate dimensions, respectively. Sometimes, for more107

clarity, the identity matrix of size n × n is denoted by In. In a block partitioned108

matrix, all missing blocks are zero matrices of appropriate dimensions. The set of109

complex numbers is denoted by C, C+ := {λ ∈ C | Re(λ) ≥ 0} and C− := {λ ∈110

C | Re(λ) < 0}. The symbols kerA, rowA, A+, and A⊤ denote the null space, the111

row space, the Moore-Penrose inverse (MP-inverse), and the transpose of a matrix112

A ∈ Rm×n, respectively. A matrix pencil (λE − A) is said to have normal rank q if113

rank(λE−A) = q for all but finitely many λ ∈ C and denoted by nor -rank(λE−A) =114

q. In addition, the pencil (λE − A) is said to be column (row) regular, if it has115

full column (row) normal rank. A block diagonal matrix having diagonal elements116

A1, . . . , Ak is represented by blk-diag{A1, . . . , Ak}. The set AM := {Ax | x ∈ M}117

(A−1M := {x ∈ Rn | Ax ∈ M}) is the image (pre-image) of a subspace M ⊆ Rn118

(M ⊆ Rm) under A ∈ Rm×n. Throughout the article we use the matrices119

Fn+1,[E,A] :=


E A

A
E

(n+
1)-tim

es

and Fn+1,[E,A,K] :=


E A

E A

A
E

K


(n+

1)-tim
es

.120

For f ∈ L 1
loc(R;Rn) we write f(t) → 0 as t → ∞, if lim

t→∞
ess sup[t,∞)

∥∥f(t)∥∥ = 0.121

2. Preliminaries. In this section, we recall some basic concepts from descriptor122

systems theory and linear algebra. These results will play an important role in the123

further development of the article.124
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Lemma 2.1. [7, Quasi-Kronecker Form (QKF)] For E, A ∈ Rm×n there exist125

nonsingular matrices P ∈ Rm×m and Q ∈ Rn×n such that126

(2.1) P (λE −A)Q = blk-diag{λEϵ −Aϵ, λInf
− Jf , λJσ − Inσ , λEη −Aη},127

where128

1. Eϵ, Aϵ ∈ Rmϵ×nϵ , mϵ < nϵ, and rank(λEϵ −Aϵ) = mϵ, for all λ ∈ C ∪ {∞}.129

2. Jf ∈ Rnf×nf .130

3. Jσ ∈ Rnσ×nσ is nilpotent.131

4. Eη, Aη ∈ Rmη×nη , mη > nη, and rank(λEη −Aη) = nη, for all λ ∈ C∪{∞}.132

Here, rank(∞Eϵ −Aϵ) := rankEϵ and rank(∞Eη −Aη) := rankEη.133

Remark 2.2. The blocks in (2.1) appear only in pairs. For example, if Eϵ vanishes,134

then Aϵ also vanishes. Moreover, ϵ−blocks with mϵ = 0 and/or η−blocks with nη = 0135

are possible, which results in zero columns (for mϵ = 0) and/or zero rows (for nη = 0)136

in the QKF (2.1).137

The following result can be found in any standard textbook of matrix theory.138

Proposition 2.3. For matrices X ∈ Rm×n and Y ∈ Rp×n, rank

[
X
Y

]
= rankX139

if, and only if, kerX ⊆ kerY .140

The following result is a direct consequence of Proposition 2.3.141

Proposition 2.4. Let X ∈ Rm×n, W ∈ Rm×l, Y ∈ Rp×n, and Z ∈ Rp×l be142

such that rank

[
X W
Y Z

]
= rank

[
X W

]
, then rank

[
X
Y

]
= rankX and rank

[
W
Z

]
=143

rankW .144

Proposition 2.5. [28, Thm. 3.7] For matrices X ∈ Rm×n and Y ∈ Rn×p,145

rank(XY ) = rankY − dim (kerX ∩ ImY ) = rankX − dim
(
kerY ⊤ ∩ ImX⊤

)
.146

Proposition 2.6. [29] For matrices X ∈ Rm×n, W ∈ Rp×n, and Y ∈ Rp×l,

rank

[
X 0
W Y

]
= rankX + rankY + rank

(
(I − Y Y +)W (I −X+X)

)
.

The following result is a simple consequence of Proposition 2.6147

Proposition 2.7. Let X ∈ Rm×n, W ∈ Rm×l, and Y ∈ Rp×l be such that148

rankX = m and/or rankY = l, then rank

[
X W
0 Y

]
= rankX + rankY.149

We now recall the following lemma from [21].150

Lemma 2.8. Let E, A ∈ Rm×n, and B ∈ Rm×l, then there exist two orthogonal151

matrices UO ∈ Rm×m and VO ∈ Rn×n such that152

UOEVO =



EO Ek−1 ⊠ . . . ⊠

0 Ek−2

. . .
...

. . .
. . . ⊠
0 E1

0


, UOAVO =



AO ⊠ . . . . . . ⊠

Ak−1

. . .
...

. . .
. . .

...
A2 ⊠

A1


,153

(2.2a)154

UOB =
[
B⊤

O 0⊤ . . . . . . 0⊤
]⊤

,(2.2b)155

4

This manuscript is for review purposes only.



where ⊠ represents the matrix elements of no interest and for each i = 1, 2, . . ., k−1,156

where k ≤ n,157

(a) Ai has full column rank.158

(b) rank
[
Ẽi B̃i

]
= ri, where ri represents the number of rows in the matrix159

[
Ẽi B̃i

]
, Ẽi =

EO Ek−1 . . . ⊠
. . .

. . .
...

0 Ei

 and B̃i =

[
BO

0

]
.160

(c)
[
EO BO

]
has full row rank.161

The proof of Lemma 2.8 is given in [21], and an algorithm to compute UO and162

VO can be found by adapting the similar one in [20].163

Now, we recall the concept of generalized Wong sequences corresponding to a tuple164

{E,A,B,C} from [1], various properties of descriptor system (1.1), and their algebraic165

and geometric characterizations. It is notable that the original Wong sequences (with166

B = 0 and C = 0) first appeared in a work by Wong [31], hence their name.167

Definition 2.9. For a given system (1.1), or simply for the tuple {E,A,B,C},168

the generalized Wong sequences
{
Vi
[E,A,B,C]

}∞

i=0
and

{
Wi

[E,A,B,C]

}∞

i=0
are sequences169

of subspaces, defined by170

V0
[E,A,B,C] := kerC, Vi+1

[E,A,B,C]
:= A−1(EVi

[E,A,B,C] + ImB) ∩ kerC,171

W0
[E,A,B,C] := {0}, Wi+1

[E,A,B,C]
:= E−1(AWi

[E,A,B,C] + ImB) ∩ kerC.172

The limits of the generalized Wong sequences are173

V∗
[E,A,B,C] :=

⋂
i∈N

Vi
[E,A,B,C] and W∗

[E,A,B,C] :=
⋃
i∈N

Wi
[E,A,B,C].174

Definition 2.10. [3] The descriptor system (1.1a), or simply the tuple {E,A,B},175

is completely controllable, if176

∀x0, xf ∈ Rn ∃ (x, u, y, z) ∈ B and t > 0 : x(0) = x0 and x(t) = xf .177

Proposition 2.11. [3] The tuple {E,A,B} is completely controllable if, and178

only if, V∗
[E,A,B,0] ∩W∗

[E,A,B,0] = Rn.179

Proposition 2.12. [8] For any E, A ∈ Rm×n, B ∈ Rm×l, and C ∈ Rp×n, there180

exist two non-singular matrices S ∈ Rm×m and T ∈ Rn×n such that181

S (λE −A)T =

λE11 −A11 λE12 −A12 λE13 −A13

λE22 −A22 λE23 −A23

λE33 −A33

 , SB =

B1

0
0

 , CT =

C⊤
1

C⊤
2

C⊤
3

⊤

,182

where183

(i) E11, A11 ∈ Rm1×n1 , the triple {E11, A11, B1} is completely controllable, and184

m1 = rank
[
E11 B1

]
≤ n1 + l,185

(ii) E22, A22 ∈ Rm2×n2 and E22 is square (m2 = n2) and invertible,186

(iii) E33, A33 ∈ Rm3×n3 with m3 ≥ n3 satisfies rank(λE33 − A33) = n3 for all187

λ ∈ C.188

We end this section by recalling the concepts of partial impulse observability189

and partial detectability for system (1.1). To this end, note that corresponding to190
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inconsistent initial conditions, system (1.1) may possess distributional (impulsive)191

solutions. Motivated by [6], we denote192

BD := {(x, y, z) ∈ (D ′
pwC∞)n+l+p+r | (x, y, z) satisfies (1.1) with u = 0 on [0,∞)},193

where D ′
pwC∞ denotes the class of piece-wise smooth distributions and BD is called194

ITP-behavior in [6]. For f ∈ D ′
pwC∞ , the impulsive part at time t is denoted by f [t].195

For more details, see also [18].196

Definition 2.13. [18] The descriptor system (1.1), or simply the tuple {E,A,C},197

is said to be partially impulse observable with respect to K, if198

∀ (x, y, z) ∈ BD :
(
∀ t ≥ 0 : y[t] = 0

)
=⇒

(
∀ t ≥ 0 : z[t] = 0

)
.199

In the following lemma, we utilize the fact that200

(2.3) W∗
[Ē,Ā,0,0] ∩ kerC = W∗

[E,A,0,C] and Ā−1(Im Ē) = A−1(ImE) ∩ kerC,201

where the first one follows from Step 4 in the proof of [1, Lem. 2.1] and the second202

one is clear, and obtain a characterization of partial impulse observability in terms of203

the generalized Wong sequences.204

Proposition 2.14. [18] System (1.1) is partially impulse observable with respect205

to K if, and only if, W∗
[E,A,0,C] ∩A−1(ImE) ⊆ kerK.206

Definition 2.15. [19] The descriptor system (1.1), or simply the matrix tuple
{E,A,C}, is said to be partially detectable with respect to K, if for all (x1, u, y, z1),
(x2, u, y, z2) ∈ B we have

z1(t)− z2(t) → 0 as t → ∞.

Proposition 2.16. [19] The system (1.1) is partially detectable with respect to K207

if, and only if, ∀λ ∈ C+,208

(2.4) rank


λĒ − Ā

Ē

Ē λĒ − Ā
K


n- times

= rank


λĒ − Ā

Ē

Ē λĒ − Ā


n- times .209

3. Partial causality. In this section, we first define the concept of partial210

causality with respect to K for system (1.1a) and then derive an algebraic criterion211

in terms of the system coefficient matrices to test the partial causality. The definition212

of partial causality is a natural extension of causality of system (1.1a), which was213

introduced by Hou and Müller [16]. In this section, whenever needed, we take the214

matrices E and A in their QKF (2.1) to simplify the proofs.215

Definition 3.1. System (1.1a), or simply the triple {E,A,B}, is said to be216

partially causal with respect to K, if for every (x, u, y, z) ∈ B the system (1.1) has a217

solution such that z(t) = Kx(t) can be expressed in a form containing no derivatives218

of u.219

In order to analyze this property, we investigate the structure of solutions of220

(1.1). The solution theory of descriptor systems is a simple application of the QKF221

6
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(2.1) because it has a block diagonal structure and the associated variables can be222

considered separately. Set223

(3.1) x = Q
[
x⊤
ϵ x⊤

f x⊤
σ x⊤

η

]⊤
and PB =

[
B⊤

ϵ B⊤
f B⊤

σ B⊤
η

]⊤
,224

then in terms of the four different blocks in the QKF (2.1), (1.1a) reduces to225

Eϵẋϵ(t) = Aϵxϵ(t) +Bϵu(t),(3.2a)226

ẋf (t) = Jfxf (t) +Bfu(t),(3.2b)227

Jσẋσ(t) = xσ(t) +Bσu(t),(3.2c)228

Eηẋη(t) = Aηxη(t) +Bηu(t).(3.2d)229

Thus, the following solution analysis of (1.1a), via (3.2), is now straightforward. Let230

(x, u, y, z) ∈ B with x partitioned as in (3.1) be given. Then231

S1) in view of assertion 1. of Lemma 2.1, the pencil (λEϵ − Aϵ) can (after,232

possibly, an additional transformation) be written as λ
[
Imϵ 0

]
−
[
Aϵ1 Aϵ2

]
.233

Therefore, systems of the form (3.2a) can also be rewritten as234

(3.3)
[
Imϵ 0

] [ẋ1(t)
ẋ2(t)

]
=
[
Aϵ1 Aϵ2

] [x1(t)
x2(t)

]
+Bϵu(t).235

Thus, any solution xϵ =
[
x⊤
1 x⊤

2

]⊤
to (3.3) is given by236 [

x1(t)
x2(t)

]
=

[
exp(Aϵ1t)x

0
1 +

∫ t

0
exp(Aϵ1(t− τ))

(
Aϵ2x2(τ) +Bϵu(τ)

)
dτ

x2(t)

]
237

for some initial value x0
1 ∈ Rmϵ . Hence, in general, the system (3.2a) always238

has a solution, and any solution can be expressed in a form such that xϵ239

contains no derivatives of u.240

S2) Corresponding to any initial condition x0
f ∈ Rnf , the solution of the state241

space system (3.2b) is given by242

xf (t) = exp(Jf t)x
0
f +

∫ t

0

exp(Jf (t− τ))Bfu(τ)dτ.243

Therefore, the solution of (3.2b) contains no derivatives of u.244

S3) The solution of (3.2c) is given by245

xσ(t) = −
h−1∑
i=0

J i
σBσu

(i)(t),246

where h is the nilpotency index of the matrix Jσ, for details see [12]. Hence,247

the solution of (3.2c) contains no derivative of u if, and only if, u(i)(t) ∈248

ker(J i
σBσ) for all 0 < i < h and for all t ≥ 0.249

S4) In view of assertion 4. of Lemma 2.1, the pencil (λEη−Aη) can (after, possibly,250

an additional transformation) be written as λ

[
Inη

0

]
−
[
Aη1

Aη2

]
. Therefore,251

systems of the form (3.2d) can be rewritten as252

ẋη(t) = Aη1
xη(t) +Bη1

u(t),253

0 = Aη2
xη(t) +Bη2

u(t).254
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Thus, corresponding to any initial condition x0
η ∈ Rnη , the solution is given255

by256

xη(t) = exp(Aη1t)x
0
η +

∫ t

0

exp(Aη1(t− τ))Bη1u(τ)dτ,257

provided it satisfies 0 = Aη2xη(t)+Bη2u(t). Therefore, the solution of (3.2d)258

contains no derivatives of u.259

In summary, we see that x is forced to contain derivatives of the input u only due to260

the σ-block. If the contributions of this block can be excluded from the functional261

vector z of system (1.1), then the system is partially causal. The following result will262

play an important role in the proof of Theorem 3.3 below.263

Lemma 3.2. Consider system (1.1a) and (1.1c). Then the following statements264

are equivalent:265

1. {E,A,K} satisfies the rank condition266

(3.4) rankFn+1,[E,A] = rankFn+1,[E,A,K].267

2. In view of the QKF (2.1) and K =
[
Kϵ Kf Kσ Kη

]
we have KσJσ = 0268

and Kϵ = 0.269

Proof. To simplify the rank of Fn+1,[E,A], we apply the following operations:270

1. Write the QKF (2.1) of (E,A) in each block row.271

2. Apply Proposition 2.7 ((n+1)-times) from top to bottom to the full row rank272

matrix Eϵ.273

3. Apply Proposition 2.7 ((n + 1)-times) from top to bottom to the full rank274

matrix Inf
.275

4. Apply Proposition 2.7 ((n + 1)-times) from right to left to the full column276

rank matrix Eη.277

Therefore, we obtain278

rankFn+1,[E,A] = (n+ 1)
(
rankEϵ + rank Inf

+ rankEη

)
+ rankFn+1,[Jσ,Inσ ].279

Further, to simplify the rank of Fn+1,[Jσ,Inσ ], we apply the following operations:280

1. Multiply Fn+1,[Jσ,Inσ ] by UJσ =



Inσ

−Jσ

(−Jσ)n −Jσ Inσ



(n+
1)-

tim
es

from the right.281

2. Apply Proposition 2.7 (n-times) from right to left to the full rank matrix Inσ
.282

Therefore, in view of the fact that Jn+1
σ = 0, we obtain283

rankFn+1,[E,A] = (n+ 1)
(
rankEϵ + rank Inf

+ rankEη

)
+ n rank Inσ

.284

Similarly, to simplify the rank of Fn+1,[E,A,K], we apply the following operations:285

1. Write the QKF (2.1) of (E,A) in the first (n + 1)-block rows and K =286 [
Kϵ Kf Kσ Kη

]
in the (n+ 2)nd-block row.287

2. Apply Proposition 2.7 ((n + 1)-times) from top to bottom to the full rank288

matrix Inf
.289
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3. Apply Proposition 2.7 ((n + 1)-times) from right to left to the full column290

rank matrix Eη.291

Therefore, we obtain292

rankFn+1,[E,A,K] = (n+ 1)(rank Inf
+ rankEη) +293

rankF
n+1,

[[
Eϵ

Jσ

]
,
[
Aϵ

Inσ

]
,[Kϵ Kσ ]

].294

Additionally, to simplify the rank of F
n+1,

[[
Eϵ

Jσ

]
,
[
Aϵ

Inσ

]
,[Kϵ Kσ]

], we apply the295

following operations:296

1. Multiply F
n+1,

[[
Eϵ

Jσ

]
,
[
Aϵ

Inσ

]
,[Kϵ Kσ]

] by297

ŪJσ
=



[
Inϵ

Inσ

]
[
0

−Jσ

]

[
0

−Jσ

]n [
0

−Jσ

] [
Inϵ

Inσ

]



(n+
1)- tim

es
298

from the right.299

2. Apply Proposition 2.7 (n-times) from right to left to the full rank matrix Inσ
.300

3. Apply Proposition 2.7 to the first block row and full row rank matrix Eϵ.301

Therefore, utilizing the fact that Jn+1
σ = 0, we obtain302

rankFn+1,[E,A,K] = rankEϵ + n rank Inσ
+ (n+ 1)(rank Inf

+ rankEη)303

+ rank

[
Fn,[Eϵ,Aϵ]

K̄ϵ KσJσ

]
,304

where K̄ϵ =
[
Kϵ 0 . . . 0

]︸ ︷︷ ︸
n-blocks

. Now, by applying Proposition 2.6 to the matrix305

[
Fn,[Eϵ,Aϵ]

K̄ϵ KσJσ

]
and using the fact that rankFn,[Eϵ,Aϵ] = n rankEϵ, we obtain306

rankFn+1,[E,A,K] = (n+ 1)(rankEϵ + rank Inf
+ rankEη) + n rank Inσ + rank(KσJσ)307

+ rank
(
(I − (KσJσ)(KσJσ)

+)K̄ϵ(I −F+
n,[Eϵ,Aϵ]

Fn,[Eϵ,Aϵ])
)
.308

Thus, rank condition (3.4) holds if, and only if,309

rank(KσJσ) = 0 and rank
(
(I − (KσJσ)(KσJσ)

+)K̄ϵ(I −F+
n,[Eϵ,Aϵ]

Fn,[Eϵ,Aϵ])
)
= 0310

i.e., KσJσ = 0 and K̄ϵ(I −F+
n,[Eϵ,Aϵ]

Fn,[Eϵ,Aϵ]) = 0311

i.e., KσJσ = 0 and kerFn,[Eϵ,Aϵ] ⊆ ker K̄ϵ.312

We show that kerFn,[Eϵ,Aϵ] ⊆ ker K̄ϵ is equivalent to Kϵ = 0. Since ker K̄ϵ = kerKϵ×313

Rnϵ × . . .× Rnϵ︸ ︷︷ ︸
(n−1)-times

it suffices to show that kerFn,[Eϵ,Aϵ] ⊆ ker K̄ϵ implies Kϵ = 0. To314

this end, let vn ∈ Rnϵ be arbitrary. Since the Wong sequences terminate after finitely315
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many steps and in each iteration before termination the dimension increases by at316

least one, we have that W∗
[Eϵ,Aϵ,0,0]

= Wn
[Eϵ,Aϵ,0,0]

. Furthermore, it is a consequence317

of [2, Lem. 3.11] that W∗
[Eϵ,Aϵ,0,0]

= Rnϵ , thus vn ∈ Wn
[Eϵ,Aϵ,0,0]

. Therefore, there exist318

vi ∈ Wi
[Eϵ,Aϵ,0,0]

, i = 1, . . . , n− 1, such that319

Eϵvn +Aϵvn−1 = 0, Eϵvn−1 +Aϵvn−2 = 0, . . . , Eϵv2 +Aϵv1 = 0, Eϵv1 = 0.320

This implies that Fn,[Eϵ,Aϵ]v = 0 for v = (v⊤n , . . . , v
⊤
1 )

⊤, hence321

v ∈ kerFn,[Eϵ,Aϵ] ⊆ ker K̄ϵ = kerKϵ × Rnϵ × . . .× Rnϵ︸ ︷︷ ︸
(n−1)-times

=⇒ vn ∈ kerKϵ.322

Since vn was arbitrary, it follows that kerKϵ = Rnϵ , thus Kϵ = 0. Therefore, we have323

shown that the rank condition (3.4) is equivalent to KσJσ = 0 and Kϵ = 0.324

The following theorem gives an algebraic characterization of partial causality of325

system (1.1a) with respect to K, provided z can be determined uniquely irrespective326

of x.327

Theorem 3.3. Consider system (1.1a), (1.1c) and assume that328

(3.5) nor -rank

[
λE −A

K

]
= nor -rank(λE −A).329

Then the triple {E,A,B} is partially causal with respect to K if, and only if,330

(3.6) rank

[
Fn,[E ,A ] A

Fn,[E,A]

]
= rank

Fn,[E ,A ] A
Fn,[E,A]

K

,331

where E =
[
E 0

]
, A =

[
A B

]
, A =

[
0 0
A 0

]
, and K =

[
K 0

]
.332

Proof. In view of decomposition (2.2) set333

(3.7) x = VO

[
x⊤
k x⊤

k−1 . . . x⊤
1

]⊤
and KVO =

[
KO Kk−1 . . . K1

]
.334

Also, in view of decomposition (2.1) of the pencil (λEO −AO), set335

(3.8) xk = Q
[
x⊤
ϵ x⊤

f x⊤
σ x⊤

η

]⊤
and KOQ =

[
Kϵ Kf Kσ Kη

]
.336

Now, we split the proof into the following five steps.337

Step 1: In this step, first, we express the assumption (3.5) in terms of the triple338

{EO, AO,KO} and then in terms of the QKF (2.1) of the pencil (λEO−AO). Utilizing339

decomposition (2.2) and (3.7) for K, as well as assertion (a) of Lemma 2.8 and340

Proposition 2.7 for the full column rank matrices Ai, 1 ≤ i ≤ k − 1, we obtain341

that342

(3.5) is equivalent to nor -rank

[
λEO −AO

KO

]
= nor -rank(λEO −AO).(3.9)343

Again, by writing the pencil (λEO − AO) in the QKF (2.1), KO as in (3.8), and344

applying Proposition 2.7 for the column regular matrix blk-diag{λInf
− Jf , λJσ −345

Inσ
, λEη −Aη}, (3.9) is equivalent to346

nor -rank

[
λEϵ −Aϵ

Kϵ

]
= nor -rank(λEϵ −Aϵ) = mϵ, i.e., Kϵ = 0(3.10)347
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because the pencil (λEϵ −Aϵ) has full row rank for each λ ∈ C ∪ {∞}.348

Step 2: We claim that partial causality of the triple {E,A,B} with respect to K is349

equivalent to partial causality of the triple {EO, AO, BO} with respect to KO.350

In view of decomposition (2.2), system (1.1a) and (1.1c) can be written as351

EOẋk(t) + Ek−1ẋk−1(t) + . . .+⊠ẋ1(t) = AOxk(t) + . . .+⊠x1(t) +BOu(t),352

(3.11a)353

Ek−2ẋk−2(t) + . . .+⊠ẋ1(t) = Ak−1xk−1(t) + . . .+⊠x1(t),(3.11b)354

...355

E1ẋ1(t) = A2x2(t) +⊠x1(t),(3.11c)356

0 = A1x1(t),(3.11d)357

z(t) = KOxk(t) +Kk−1xk−1(t) + . . .+K1x1(t).(3.11e)358

Since Ai, for 1 ≤ i ≤ k − 1, has full column rank, solving system (3.11) from (3.11d)
to (3.11b), we obtain

x1 = 0, x2 = 0, . . . , xk−1 = 0.

Consequently, (3.11a) and (3.11e) reduce to359

EOẋk(t) = AOxk(t) +BOu(t),(3.12a)360

z(t) = KOxk(t).(3.12b)361

Thus (x, u, y, z) ∈ B if, and only if, the tuple (xk, u, z) satisfies (3.12), where x =362

VO

[
xk

0

]
. This proves the claim.363

Step 3: In this step, we show that the rank condition (3.6) is equivalent to364

(3.13) rankFn+1,[EO,AO,KO] = rankFn+1,[EO,AO].365

To simplify the rank of

[
Fn,[E ,A ] A

Fn,[E,A]

]
, write the matrices Fn,[E ,A ], A, and366

Fn,[E,A] in terms of E, A, B and substitute decomposition (2.2) in the first block row.367

After that, perform the following operations in the ith-row, for i = 1 to i = (k − 1),368

repeatedly:369

1. Apply Proposition 2.7 to the full row rank matrix
[
Ẽi B̃i

]
.370

2. Substitute decomposition (2.2) in the (i+ 1)st-block row.371

3. Apply Proposition 2.7 to the full column rank matrices Aj in the ith-block372

row, where 1 ≤ j ≤ i.373

Therefore, we obtain374

rank

[
Fn,[E ,A ] A

Fn,[E,A]

]
= rank



ẼO A
E A

A
E A

E A

A
E



(n−k)−blocks

n−blocks

375
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+ (r1 + (k − 1) rankA1) + (r2 + (k − 2) rankA2) + . . .376

. . .+ (rk−1 + rankAk−1),377

where ẼO =
[
E⊤

O 0⊤ . . . 0⊤
]⊤

. Now, substitute A =
[
A B

]
, decomposition (2.2)378

in the kth-block row, and perform the following operations in the ith-row, for i = k379

to i = (n− 1), repeatedly:380

1. Apply Proposition 2.7 to the full row rank matrix
[
ẼO B̃O

]
in the ith-block381

row.382

2. Substitute decomposition (2.2) in the (i+ 1)th-block row.383

3. Apply Proposition 2.7 to the full column rank matrices Aj in the ith-block384

row, where 1 ≤ j ≤ k − 1.385

Therefore, we obtain386

rank

[
Fn,[E ,A ] A

Fn,[E,A]

]
= rank


EO ÃO

E A

A
E

n-blocks

+ (r1 + (n− 1) rankA1)387

+ (r2 + (n− 2) rankA2) + . . .+
(
rk−1 + (n− (k − 1)) rankAk−1

)
388

+ (n− k) rank
[
EO BO

]
,389

where ÃO =
[
AO 0 . . . 0

]
. Again, perform the following operations in the ith-390

block row, for i = n to i = (2n− 1), repeatedly:391

1. Substitute decomposition (2.2) in the (i+ 1)th-block row.392

2. Apply Proposition 2.7 to the full column rank matrices Aj in the (i + 1)th-393

block row, where 1 ≤ j ≤ k − 1.394

Therefore, we obtain395

rank

[
Fn,[E ,A ] A

Fn,[E,A]

]
= (r1 + (n− 1) rankA1) + (r2 + (n− 2) rankA2) + . . .396

. . .+
(
rk−1 + (n− (k − 1)) rankAk−1

)
+ (n− k) rank

[
EO BO

]
(3.14)397

+(n− 1)(rankA1 + rankA2 + . . .+ rankAk−1) + rankFn+1,[EO,AO].398

In a similar manner, we obtain399

rank

Fn,[E ,A ] A
Fn,[E,A]

K

 = (r1 + (n− 1) rankA1) + (r2 + (n− 2) rankA2) + . . .400

. . .+
(
rk−1 + (n− (k − 1)) rankAk−1

)
+ (n− k) rank

[
EO BO

]
(3.15)401

+(n− 1)(rankA1 + rankA2 + . . .+ rankAk−1) + rankFn+1,[EO,AO,KO].402

Hence, the identities (3.14) and (3.15) reveal that rank condition (3.6) is equivalent403

to (3.13).404

Step 4: (⇒) Assume that (3.6) holds. Then, Step 3 implies that rank condition405

(3.13) holds. Therefore, in view of the QKF (2.1) for the matrix pencil (λEO − AO)406

and (3.8), Lemma 3.2 implies that Kϵ = 0 and KσJσ = 0. Clearly KσJ
i
σBσ = 0407

for all i = 1, 2, . . . , h − 1, where h is the nilpotency index of Jσ. Therefore, it408

follows from the solution discussion of (3.2) in S1)-S4) and Definition 3.1 that the409
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triple {EO, AO, BO} is partially causal with respect to KO. Hence, Step 2 implies410

that the triple {E,A,B} is partially causal with respect to K.411

Step 5: (⇐) Assume that the rank condition (3.5) holds and {E,A,B} is partially
causal with respect to K. Then, Step 2 implies that {EO, AO, BO} is partially causal
with respect to KO. By Lemma 2.8 (c), the matrix

[
EO BO

]
has full row rank. Let

P and Q be two nonsingular matrices such that P (λEO −AO)Q is in the QKF (2.1)
and PBO is partitioned as in (3.1), then

P
[
EO BO

] [Q
I

]
=

Eϵ Bϵ

Inf Bf

Jσ Bσ

Eη Bη

.
By singular value decomposition (SVD) there exist non-singular matrices U1 and V1412

such that Eη = U1

[
Ση

0

]
V ⊤
1 and Ση is invertible. Set U2 =

[
V1Σ

−1
η 0

0 I

]
U⊤
1 . Then413

U2Eη =

[
Inη

0

]
and U2Bη =

[
Bη11

Bη21

]
. Since

[
EO BO

]
has full row rank, Bη21

has full414

row rank as well. Again, it follows from the SVD of Bη21
that there exist non-singular415

matrices U3 and V3 such that Bη21 = U3

[
Ση,2 0

]
V ⊤
3 and Ση,2 is invertible. Hence,416

it is clear that there exist invertible matrices S1 and T1 such that417

S1

[
EO BO

]
T1 =


Eϵ Bϵ,1 0

Inf Bf,1 0

Jσ Bσ,1 0
Inη Bη,1 0
0 0 Imη−nη

.418

Consequently, invoking the full row rank of Eϵ, the assumption that the matrix419 [
EO BO

]
has full row rank is equivalent to the fact that

[
Jσ Bσ,1

]
has full row rank.420

In view of this decomposition, in the new coordinates the matrix
[
λEO −AO BO

]
421

becomes422

S1

[
λEO −AO BO

]
T1423

=


λEϵ −Aϵ Bϵ,1 0

λInf − Jf Bf,1 0

λJσ − Inσ Bσ,1 0
λInη −Aη1 Bη,1 0

−Aη2 0 Imη−nη

.424

Since the triple {EO, AO, BO} is partially causal with respect to KO, it follows425

from the discussion of the solutions of (3.2) in S1)-S4) (applied to (3.12)) that426

KσJ
i
σBσ,1u

(i)(t) = 0 for all t ≥ 0, i = 1, 2, . . . , h−1, and for arbitrary (x, u, y, z) ∈ B.427

Equivalently, KσJ
i
σBσ,1 = 0, for all i = 1, 2, . . . , h− 1. By applying the transposed428

version of Proposition 2.5 and using the fact that the matrix
[
Jσ Bσ,1

]
has full row429

rank, we obtain430

rank
(
KσJ

i
σ

[
Jσ Bσ,1

])
= rank(KσJ

i
σ), for i = 1, 2, . . . , h− 1.431

Thus, for 1 ≤ i ≤ h−1, KσJ
i
σBσ,1 = 0 implies that rank(KσJ

i+1
σ ) = rank(KσJ

i
σ) and432

hence433

(3.16) rank(KσJσ) = rank(KσJ
2
σ) = . . . = rank(KσJ

h
σ ) = 0, i.e., KσJσ = 0.434
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On the other hand, rank condition (3.5) and Step 1 imply that Kϵ = 0. Therefore,435

(3.10), (3.16), and Lemma 3.2 imply that rank condition (3.13) holds. This completes436

the proof in view of Step 3.437

Remark 3.4. A careful inspection of the proof of Theorem 3.3 reveals that the438

assumption (3.5) is only needed to show that partial causality implies the rank439

condition (3.6), but not for the converse.440

Now, we extend the definition of partial causality of (1.1a) with respect to K to441

partial causal detectability of system (1.1) with respect to K.442

Definition 3.5. System (1.1) is said to be partially causal detectable with respect443

to K, if the triple {E,A,C} is partially detectable with respect to K and the triple444

{Ē, Ā, B̄} is partially causal with respect to K, where Ē =

[
E
0

]
, Ā =

[
A
C

]
, and445

B̄ =

[
B 0
D −Ip

]
.446

Now, in the following theorem, we derive an algebraic characterization of partial447

causal detectability with respect to K for system (1.1).448

Theorem 3.6. System (1.1) is partially causal detectable with respect to K if,449

and only if, the following two rank conditions hold:450

∀λ ∈ C+ : rank condition (2.4) and(3.17)451

rank


Fn,[E ,A ] A

C
Fn,[Ē,Ā]

K

 = rank

Fn,[E ,A ] A
C

Fn,[Ē,Ā]

,(3.18)452

where E =
[
E 0

]
, A =

[
A B

]
, A =

[
0 0
A 0

]
, C =

[
C 0

]
, Ē =

[
E
0

]
, Ā =

[
A
C

]
,453

and K =
[
K 0

]
.454

Proof. (⇒): Assume that system (1.1) is partially causal detectable with respect455

to K. Then {E,A,C} is partially detectable with respect to K and {Ē, Ā, B̄} is456

partially causal with respect to K. Therefore, it follows from Proposition 2.16 that457

(3.17) holds. Moreover, in view of Proposition 2.4, condition (2.4) implies458

(3.19) nor -rank

[
λĒ − Ā

K

]
= nor -rank(λĒ − Ā).459

Hence, it follows from (3.19), partial causality of {Ē, Ā, B̄} and Theorem 3.3 that460

(3.20) rank

[
Fn,[Ē ,Ā ] Ā

Fn,[Ē,Ā]

]
= rank

Fn,[Ē ,Ā ] Ā
Fn,[Ē,Ā]

K

.461

Now, by writing the matrix Fn,[Ē ,Ā ] in terms of the system coefficient matrices462

E, A, B, C, D, and Ip, it is easy to see that the identity matrix Ip appears in463

(n− 1) columns corresponding to B̄. By permuting these identity matrices to the left464
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upper corner in diagonal positions and applying Proposition 2.5, we obtain465

rank

[
Fn,[Ē ,Ā ] Ā

Fn,[Ē,Ā]

]
= rank

Fn,[E ,A ] A
C

Fn,[Ē,Ā]

+ (n− 1)p,(3.21)466

rank

Fn,[Ē ,Ā ] Ā
Fn,[Ē,Ā]

K

 = rank


Fn,[E ,A ] A

C
Fn,[Ē,Ā]

K

+ (n− 1)p.(3.22)467

Then, Eqs. (3.20), (3.21), and (3.22) imply rank condition (3.18).468

(⇐): Clearly, condition (3.17) implies partial detectability of {E,A,C} with469

respect to K and (3.19). In addition, the assumption (3.18), rank identity (3.21)470

and (3.22) imply that (3.20) holds. Therefore, it follows from Theorem 3.3 that471

{Ē, Ā, B̄} is partially causal with respect to K. This completes the proof.472

By Theorem 3.6, partial causal detectability is characterized by the rank condition473

(2.4) for partial detectability together with the rank condition (3.18). The latter is474

amenable to a variety of further characterizations, which can be found in the following475

theorem.476

Theorem 3.7. For system (1.1), the following statements are equivalent:477

(i) rank condition (3.18) holds.478

(ii) A−1
(
ImFn,[E ,A ]

)
∩ ker C ∩ kerFn,[Ē,Ā] ⊆ kerK.479

(iii) A−1
1 (ImFn,[E ,A ]) ∩W∗

[E,A,0,C] ⊆ kerK, where A1 =

[
0
A

]
.480

(iv) A−1

(
E
(
Vn−1
[E,A,B,0]

))
∩W∗

[E,A,0,C] ⊆ kerK.481

(v) The completely controllable part of system (1.1) is partially impulse observable482

with respect to the corresponding part of K according to Kalman controllability483

decomposition from Proposition 2.12.484

Proof. (i) ⇔ (ii): Let Z be any matrix such that kerZ = ImFn,[E ,A ]. Then, in485

view of Proposition 2.5, we obtain486

rank

 ZA
C

Fn,[Ē,Ā]

 = rank

Fn,[E ,A ] A
C

Fn,[Ē,Ā]

− rankFn,[E ,A ],487

rank


ZA
C

Fn,[Ē,Ā]

K

 = rank


Fn,[E ,A ] A

C
Fn,[Ē,Ā]

K

− rankFn,[E ,A ].488

Thus, it follows from Proposition 2.3 that rank condition (3.18) holds if, and only if,489

ker

 ZA
C

Fn,[Ē,Ā]

 ⊆ kerK.(3.23)490
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Since ker(ZA) = A−1 (kerZ) = A−1
(
ImFn,[E ,A ]

)
, (3.23) is equivalent to491

(3.24) A−1
(
ImFn,[E ,A ]

)
∩ ker C ∩ kerFn,[Ē,Ā] ⊆ kerK.492

(ii) ⇒ (iii): Let vn ∈ A−1
1 (ImFn,[E ,A ]) ∩ W∗

[E,A,0,C] be arbitrary. By (2.3) we493

find that W∗
[E,A,0,C] = W∗

[Ē,Ā,0,0]
∩kerC and since the Wong sequences terminate after494

finitely many steps and in each iteration before termination the dimension increases495

by at least one, we have W∗
[Ē,Ā,0,0]

= Wn
[Ē,Ā,0,0]

. Therefore, vn ∈ A−1
1 (ImFn,[E ,A ]) ∩496

kerC ∩Wn
[Ē,Ā,0,0]

. Hence, in particular, there exist vi ∈ Wi
[Ē,Ā,0,0]

, i = 1, . . . , n − 1,497

such that498

Ēvn + Āvn−1 = 0, Ēvn−1 + Āvn−2 = 0, . . . , Ēv2 + Āv1 = 0, Ēv1 = 0.499

This implies that Fn,[Eϵ,Aϵ]v = 0 for v = (v⊤n , . . . , v
⊤
1 )

⊤. Furthermore, we have that500

A−1(ImFn,[E ,A ]) = A−1
1 (ImFn,[E ,A ])×

(n−1)-times︷ ︸︸ ︷
Rn × . . .× Rn,(3.25a)501

kerK = ker
[
K 0 . . . 0

]n-block columns

= kerK ×
(n−1)-times︷ ︸︸ ︷

Rn × . . .× Rn,(3.25b)502

ker C = ker
[
C 0 . . . 0

]n-block columns

= kerC ×
(n−1)-times︷ ︸︸ ︷

Rn × . . .× Rn,(3.25c)503

from which it follows504

v ∈ A−1
(
ImFn,[E ,A ]

)
∩ ker C ∩ kerFn,[Ē,Ā] ⊆ kerK,505

hence vn ∈ kerK.506

(ii) ⇐ (iii): If v ∈ A−1
(
ImFn,[E ,A ]

)
∩ ker C ∩ kerFn,[Ē,Ā], then, with a similar507

argument as in the previous step, for v = (v⊤n , . . . , v
⊤
1 )

⊤ it follows that vi ∈ Wi
[Ē,Ā,0,0]

,508

i = 1, . . . , n; in particular vn ∈ Wn
[Ē,Ā,0,0]

= W∗
[Ē,Ā,0,0]

. Then invoking (3.25) and (2.3)509

it follows that vn ∈ A−1
1 (ImFn,[E ,A ]) ∩W∗

[E,A,0,C] ⊆ kerK, thus v ∈ kerK.510

(iii) ⇔ (iv): In order to prove this, it is sufficient to show511

(3.26) A−1

(
E
(
Vn−1
[E,A,B,0]

))
= A−1

1 (ImFn,[E ,A ]).512

Let a nonzero vector z ∈ A−1

(
E
(
Vn−1
[E,A,B,0]

))
be given. Then, there exists vn−1 ∈513

Vn−1
[E,A,B,0] such that Az = −Evn−1. Therefore, there exist vi ∈ Vi

[E,A,B,0] and ui+1 ∈514

Rl, for 0 ≤ i ≤ n− 2, such that515

Evi−1 +Avi +Bui = 0, for 1 ≤ i ≤ n− 1(3.27a)516

Evn−1 +Az = 0.(3.27b)517

By taking v =

[
v̄0
...

v̄n−1

]
, v̄i =

[
vi
ui

]
, for 0 ≤ i ≤ n − 1, where u0 := 0, and using the518

definitions of Fn,[E ,A ] and A1, system (3.27) can be rewritten as,519

Fn,[E ,A ]v +A1z = 0, i.e., z ∈ A−1
1 (ImFn,[E ,A ]).520
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Thus,521

(3.28) A−1

(
E
(
Vn−1
[E,A,B,0]

))
⊆ A−1

1 (ImFn,[E ,A ]).522

Now, let a nonzero vector z ∈ A−1
1 (ImFn,[E ,A ]) be given. This implies that523

for some vector v =

[
v̄0
...

v̄n−1

]
, where v̄i =

[
vi
ui

]
∈ Rn+l for i ∈ {0, 1, . . . , n − 1},524

we have A1z = −Fn,[E ,A ]v. Using the definitions of Fn,[E ,A ] and A1, the system525

A1z+Fn,[E ,A ]v = 0 can be written as (3.27). Therefore, it follows from the definition526

of the sequence
{
Vi
[E,A,B,0]

}∞

i=0
that vi ∈ Vi

[E,A,B,0], for i ∈ {0, 1, . . . , n − 1}, and527

Evn−1 = Az. Therefore, z ∈ A−1

(
E
(
Vn−1
[E,A,B,0]

))
, and hence528

(3.29) A−1
1 (ImFn,[E ,A ]) ⊆ A−1

(
E
(
Vn−1
[E,A,B,0]

))
.529

Thus, (3.26) follows from (3.28) and (3.29).530

(i) ⇔ (v): In view of the rank identities (3.21) and (3.22), (3.18) is equivalent to531

(3.20). Now, it follows from Step 3 of the proof of Theorem 3.3 that rank condition532

(3.20) holds if, and only if,533

(3.30) rankFn+1,[ĒO,ĀO] = rankFn+1,[ĒO,ĀO,KO].534

Here, ĒO =

[
EO

0

]
, ĀO =

[
AO

CO

]
, B̄O =

[
BO 0
D −Ip

]
, EO, AO, BO correspond to the535

decomposition (2.2) of E, A, B, and CO, KO are the corresponding parts of C, K536

according to the decomposition (2.2), respectively. In addition, by Proposition 2.12,537

for the tuple {EO, AO, BO, CO, D} there exist two nonsingular matrices Ũ and Ṽ such538

that539

(3.31)

ŨEOṼ =

[
E11 E12

0 Im2

]
, ŨAOṼ =

[
A11 A12

0 A22

]
, ŨBO =

[
B1

0

]
, COṼ =

[
C11 C12

]
,540

where {E11, A11, B1, C11, D} represents the completely controllable part of (1.1) and541

m2 ∈ N ∪ {0}.542

Thus, to prove the equivalence of statements (i) and (v), it is sufficient to show543

that condition (3.30) is equivalent to partial impulse observability of {E11, A11, C11}544

with respect to K11, where KOṼ =
[
K11 K12 K13

]
. Now, set545

U1 =


blk-diag{Ũ , Ip}

blk-diag{Ũ , Ip}


(n+1) times , V1 =


V

V


(n+

1) tim
es , U2 =

[
U1

Ir

]
.546

Clearly, rankFn+1,[ĒO,ĀO] = rank(U1Fn+1,[ĒO,ĀO]V1). We now write the matrix547

Fn+1,[ĒO,ĀO] in terms of EO, AO, CO, and obtain all the 2(n + 1)-block rows of548

the matrix U1Fn+1,[ĒO,ĀO]V1. Thus, substituting decomposition (3.31) in all block549

rows of U1Fn+1,[ĒO,ĀO]V1, we see that an identity matrix Im2
appears (n + 1)-times550
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on the diagonal. By permuting those matrices to the upper left corner and applying551

Proposition 2.7, we obtain552

rankFn+1,[ĒO,ĀO] = (n+ 1) rank Im2
+ rankFn+1,[Ē11,Ā11],553

where Ē11 =

[
E11

0

]
and Ā11 =

[
A11

C11

]
. In a similar manner, we obtain554

rankFn+1,[ĒO,ĀO,KO] = rank
(
U2Fn+1,[ĒO,ĀO,KO]V1

)
555

= (n+ 1) rank Im2
+ rankFn+1,[Ē11,Ā11,K11].556

Thus, it follows from Proposition 2.3 that rank identity (3.30) is equivalent to557

kerFn+1,[Ē11,Ā11] ⊆ ker
[
0 K11 0 · · · 0

](n+1)-block columns

.(3.32)558

We show that (3.32) is equivalent to559

(3.33) W∗
[E11,A11,0,C11]

∩A−1
11 (ImE11) ⊆ kerK11.560

To see “⇐”, let v = (v⊤n+1, . . . , v
⊤
1 )

⊤ ∈ kerFn+1,[Ē11,Ā11], then561

(3.34) Ē11v1 = 0, Ē11vi+1 + Ā11vi = 0, for 1 ≤ i ≤ n.562

In particular, vn ∈ Wn
[Ē11,Ā11,0,0]

and since Ē11vn+1+ Ā11vn = 0 we further have vn ∈563

kerC11∩A−1
11 (ImE11). Again, since the Wong sequences terminate after finitely many564

steps and the dimension increases in each step, we have Wn
[Ē11,Ā11,0,0]

= W∗
[Ē11,Ā11,0,0]

,565

and from (2.3) it follows that vn ∈ W∗
[E11,A11,0,C11]

∩ A−1
11 (ImE11) ⊆ kerK11, thus566

v ∈ ker
[
0 K11 0 · · · 0

]
.567

For “⇒”, let vn ∈ W∗
[E11,A11,0,C11]

∩A−1
11 (ImE11). Then, with a similar argument568

as in the previous step, vn ∈ Wn
[Ē11,Ā11,0,0]

∩ kerC11 ∩ A−1
11 (ImE11), hence there569

exist vn+1 ∈ Rn1 and vi ∈ Wi
[Ē11,Ā11,0,0]

, i = 1, . . . , n, such that (3.34) holds, thus570

v = (v⊤n+1, . . . , v
⊤
1 )

⊤ ∈ kerFn+1,[Ē11,Ā11] ⊆ ker
[
0 K11 0 · · · 0

]
, by which vn ∈571

kerK11.572

Notably, (3.33) is equivalent to partial impulse observability of {E11, A11, C11}573

with respect to K11, cf. Proposition 2.14. This completes the proof.574

In view of the above results, the following remark is warranted.575

Remark 3.8. For K = In, the statement (iii) in Theorem 3.7 reduces to576

(3.35) A−1
1 (ImFn,[E ,A ]) ∩W∗

[E,A,0,C] = {0}.577

Since W∗
[E,A,0,C] =

⋃
i∈N Wi

[E,A,0,C], (3.35) implies578

A−1
1 (ImFn,[E ,A ]) ∩W1

[E,A,0,C] = {0}.(3.36)579

Further, by definition of the generalized Wong sequences, W1
[E,A,0,C] = kerE ∩ kerC.580

Therefore, (3.36) becomes A−1
1 (ImFn,[E ,A ]) ∩ kerC ∩ kerE = {0}. Thus in this581

case, Theorem 3.6 implies causal detectability of system (1.1), which is necessary582

and sufficient for the full-state estimation via system (1.3); for more details, see [21,583

Thm. 1]. Likewise, again invoking kerE ∩ kerC ⊆ W∗
[E,A,0,C], the characterizations584

(iv) and (v) in Theorem 3.7, for the case K = I, imply alternative characterizations585

for causality of system (1.1), which can be found in [5, 21].586
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4. Functional ODE estimator. In this section, we will prove that partial587

causal detectability of system (1.1) with respect to K is necessary and sufficient for588

the estimation of the functional vector z(t) in (1.1) via system (1.3). First, we exploit589

the behavior B to give a precise definition of functional ODE estimators for (1.1),590

similar to [1, Def. 3.2].591

Definition 4.1. System (1.3) is said to be a functional ODE estimator for (1.1),592

if for every (x, u, y, z) ∈ B there exist w ∈ ACloc(R;Rl) and ẑ ∈ L 1
loc(R;Rr) such593

that (w, u, y, ẑ) satisfy (1.3) for almost all t ∈ R, and for all w, ẑ with this property,594

ẑ(t) → z(t) for t → ∞.595

Remark 4.2. Note that if a functional ODE estimator satisfies the state matching596

property, i.e., ẑ(0) = z(0) implies ẑ(t) = z(t), for almost all t > 0, then it is known as597

a functional ODE observer. In case K = In, this condition holds automatically and,598

therefore, there is no difference between ODE observer and ODE estimator. However,599

in the case of partial-state estimation (i.e., K ̸= In), the state matching condition is600

not always necessary to hold by default. Therefore, ODE observer and ODE estimator601

are not the same in case of partial-state estimation. We will show this fact in Example602

5.1 below.603

Before providing the main result of this section, we will establish a necessary604

condition for partial-state estimation of the σ-block in the QKF (2.1) of (1.1) by a605

functional ODE estimator (1.3).606

Lemma 4.3. Consider the system607

Jσẋσ(t) = xσ(t) +Bσu(t),(4.1a)608

yσ(t) = 0,(4.1b)609

zσ(t) = Kσxσ(t),(4.1c)610

where Jσ is a nilpotent matrix with nilpotency index h. If there exists a functional611

ODE estimator (1.3) for system (4.1), then KσJ
i
σBσ = 0 for all 1 ≤ i ≤ h.612

Proof. Assume that there exist a functional ODE estimator for the system (4.1).613

Then the estimator is given by614

ẇ(t) = Nw(t) +Hu(t),(4.2a)615

ẑσ(t) = Rw(t) +Mu(t),(4.2b)616

and, by S2), the estimate ẑσ is given by617

ẑσ(t) = R

(
exp(Nt)w(0) +

∫ t

0

exp(N(t− τ))Hu(τ)dτ

)
+Mu(t).618

Also, by S3), the solution of the system (4.1) is given by619

zσ(t) = −
h−1∑
i=0

KσJ
i
σBσu

(i)(t).620

Since system (4.2) is a functional ODE estimator for system (4.1), we have e(t) :=621

ẑσ(t)− zσ(t) → 0 as t → ∞ for each input function u and initial value w(0).622

Let s be the largest index such that KσJ
s
σBσ ̸= 0 for 1 ≤ s ≤ h − 1. Choose623

w(0) = 0 and u(t) = sin(t2)
ts ek with ek being an arbitrary unit vector for 1 ≤ k ≤ m.624
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Then it is straightforward to see that u(i)(t) → 0 for i = 0, . . . , s− 1 and u(s)(t) ̸→ 0.625

Since R exp(Nt) → 0 (which can be seen from choosing u = 0 and arbitrary w(0)),626

it is easy to show that
∫ t

0
R exp(N(t − τ))u(τ)dτ → 0 and together with e(t) → 0 it627

follows that KσJ
s
σBσu

(s)(t) → 0, which is only possible when KσJ
s
σBσek = 0. Since k628

was arbitrary it follows that KσJ
s
σBσ = 0, which contradicts the assumption on the629

index s. Therefore, KσJ
i
σBσ = 0 for all i = 1, . . . , h− 1. This completes the proof.630

In the following theorem, we prove that partial causal detectability of system (1.1)631

is equivalent to the existence of a functional ODE estimator.632

Theorem 4.4. For system (1.1), the following statements are equivalent:633

(i) System (1.1) is partially causal detectable with respect to K.634

(ii) There exists a functional ODE estimator for system (1.1).635

Proof. (i) ⇒ (ii): To prove this part, first, we give a step-by-step procedure to
design a functional ODE estimator of the form (1.3).
Step 1: Compute orthogonal matrices UO and VO according to Lemma 2.8, which
transform {E,A,B} as in (2.2), and obtain {EO, AO, BO}. Define

CVO =
[
CO Ck−1 . . . C1

]
and KVO =

[
KO Kk−1 . . . K1

]
.

Step 2: According to Lemma 2.1, compute nonsingular matrices P and Q such that636

(λĒO − ĀO) is in QKF (2.1), i.e.,637

P (λĒO − ĀO)Q = blk-diag{λEϵ −Aϵ, λInf
− Jf , λJσ − Inσ

, λEη −Aη},638

PB̄O :=
[
B⊤

ϵ B⊤
f B⊤

σ B⊤
η

]⊤
, and KOQ :=

[
Kϵ Kf Kσ Kη

]
,639

where ĒO =

[
EO

0

]
, ĀO =

[
AO

CO

]
, and B̄O =

[
BO 0
D −Ip

]
.640

Step 3: Utilizing the Jordan decomposition, compute a non-singular matrix U1 such641

that U−1
1 JfU1 = blk-diag{Jf1 , Jf2}, where σ(Jf1) ⊆ C+ and σ(Jf2) ⊆ C−. Set642

U−1
1 Bf =

[
Bf1

Bf2

]
and KfU1 =

[
Kf1 Kf2

]
.643

Step 4: Utilizing the singular value decomposition, compute a nonsingular matrix U2644

such that U2Eη =

[
Inη

0

]
. Set U2Aη =

[
Aη1

Aη2

]
and U2Bη =

[
Bη1

Bη2

]
.645

Step 5: Set x = VO

[
x⊤
k x⊤

k−1 . . . x⊤
1

]⊤
, ū :=

[
u
y

]
, and646

xk := blk-diag{Inϵ
, Uf , Inσ

, Inη
}Q
[
x⊤
ϵ x⊤

f1
x⊤
f2

x⊤
σ x⊤

η

]⊤
.647

In the new coordinates, system (1.1) becomes648

Eϵẋϵ(t) = Aϵxϵ(t) +Bϵū(t),649

ẋf1(t) = Jf1xf1(t) +Bf1 ū(t),650

ẋf2(t) = Jf2xf2(t) +Bf2 ū(t),651

Jσẋσ(t) = xσ(t) +Bσū(t),652

ẋη(t) = Aη1xη(t) +Bη1 ū(t),653

0 = Aη2xη(t) +Bη2 ū(t),654

z(t) = Kϵxϵ(t) +Kf1xf1(t) +Kf2xf2(t) +Kσxσ(t) +Kηxη(t).655
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Here x1 = x2 = . . . = xk−1 = 0 due to decomposition (2.2), for details see Step 2 in656

the proof of Theorem 3.3.657

Step 6: As shown in Step 2 of the proof of Theorem 3.3, partial detectability of658

{E,A,C} with respect to K implies that {EO, AO, CO} is partially detectable with659

respect to KO. Hence it follows from [19, Lem. 4] that Kϵ = 0 and Kf1 = 0.660

Step 7: The solution of the σ-block is given by xσ(t) = −
∑h

i=0 J
i
σBσū

(i)(t) and the661

tuple {ĒO, ĀO, B̄O} is partially causal with respect to KO, since {Ē, Ā, B̄} is partially662

causal with respect to K by assumption. So, (3.16) reveals that KσJσ = 0 and hence,663

Kσxσ(t) = −KσBσū(t).664

Step 8: In the new coordinates, the problem of functional ODE estimator design for665

system (1.1) reduces to the problem of functional ODE estimator design for666

ẋf2(t) = Jf2xf2(t) +Bf2 ū(t),(4.3a)667

ẋη(t) = Aη1xη(t) +Bη1 ū(t),(4.3b)668

0 = Aη2xη(t) +Bη2 ū(t),(4.3c)669

z(t) = Kf2xf2(t) +Kηxη(t)−KσBσū(t).(4.3d)670

Step 9: Since rank

[
λInη −Aη1

−Aη2

]
= nη for all λ ∈ C by Lemma 2.1, there exists671

L ∈ Rnη×(mη−nη) such that σ(Aη1
− LAη2

) ⊆ C−.672

Step 10: We claim that the following system is a functional ODE estimator for (4.3):673

ẇ(t) = Nw(t) +Hū(t),674

ẑ(t) = Rw(t) +Mū(t),675

where N = blk-diag{Jf2 , Aη1 − LAη2}, R =
[
Kf2 Kη

]
, M = −KσBσ, and H =676 [

Bf2

Bη1 − LBη2

]
. Set e := ẑ − z and e1 := w −

[
xf2

xη

]
. Then677

ė1(t) = Ne1(t) +

[
0

L(Aη2
xη(t) +Bη2

ū(t))

]
= Ne1(t),678

e(t) = Re1(t).679

Since σ(N) ⊆ C−, e1(t) → 0 as t → ∞. Consequently, e(t) → 0 as t → ∞.680

(ii) ⇒ (i): Assume that system (1.1) has a functional ODE estimator. Then,681

with the same proof as in [19, Thm. 2], partial detectability with respect to K can be682

inferred. Now, by repeating Step 1 to Step 6 of the first part of the proof, we obtain683

the system in the following form684

ẋf2(t) = Jf2xf2(t) +Bf2 ū(t),685

Jσẋσ(t) = xσ(t) +Bσū(t),686

ẋη(t) = Aη1xη(t) +Bη1 ū(t),687

0 = Aη2xη(t) +Bη2 ū(t),688

z(t) = Kf2xf2(t) +Kηxη(t) +Kσxσ(t).689

By the definition of functional ODE estimators, if one exists for the above system, then690

also one exists for the system (4.1). Hence, it follows from Lemma 4.3 that KσJ
i
σBσ =691

0 for all i ≥ 1. Since the QKF (2.1) is computed for the triple {ĒO, ĀO, B̄O} and692 [
ĒO B̄O

]
has full row rank (see Step 3 in the first part), by performing a similar693
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calculation as done in the proof of Theorem 3.3, it is easy to conclude that
[
Jσ Bσ

]
694

has also full row rank. By repeating the same steps as done in Step 5 in the proof695

of Theorem 3.3, we obtain that KσJσ = 0. Thus, by Definition 3.1 and the solution696

discussion in S1)-S4), {ĒO, ĀO, B̄O} is partially causal with respect toKO. Therefore,697

Step 2 in the proof of Theorem 3.3 implies that {Ē, Ā, B̄} is partially causal with698

respect to K. This completes the proof.699

5. Numerical illustration. In this section a numerical example is given to700

illustrate the theoretical findings. Also, Example 5.1 reveals that it is not always701

possible to design a functional ODE observer, if a functional ODE estimator exists702

for the system (1.1).703

Example 5.1. Consider system (1.1) with coefficient matrices704

E =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 , A =


1 0 0 0
0 −1 1 0
0 0 −1 0
0 0 0 1

 , B =


1
1
1
1

 , C =


1
0
0
0


⊤

, K =


1
1
1
1


⊤

.705

This system satisfies the condition of partial causal detectability with respect to K.706

Hence, it follows from Theorem 4.4 that there exists a functional ODE estimator of707

the form (1.3).708

We now design a functional ODE estimator for the given system by following the709

procedure provided in the proof of Theorem 4.4.710

Step 1: By Lemma 2.8 and the (adaptation of the) algorithm provided in [20] we711

obtain UO = I4, VO = I5 and the following coefficient matrices for the reduced system:712

EO = E, AO = A, BO = B, CO = C, and KO = K.713

Step 2: Using the method provided in [7], we obtain the following matrices to convert714

the reduced system in QKF (2.1): P =

0 I3 0
1 0 0
0 0 1

 and Q =

[
0 1
I3 0

]
.715

Step 3: This system does not contain positive finite eigenvalue and, hence U1 =716

I2, Jf =

[
−1 1
0 −1

]
.717

Step 4: Eη =
[
1 0

]⊤
is already in the required form, thus U2 = 1.718

Step 5: Therefore, in the new coordinates the system becomes719

ẋf (t) =

[
−1 1
0 −1

]
xf (t) +

[
1 0
1 0

]
ū(t)720

0 = xσ(t) +
[
1 0

]
ū(t),721

ẋη(t) = xη(t) +
[
1 0

]
ū(t),722

0 = xη(t) +
[
0 −1

]
ū(t),723

z(t) =
[
1 1

]
xf (t) + xσ(t) + xη(t).724

Step 6: This system has no ϵ- and f1-blocks.725

Step 7: From Step 5, we obtain726

xσ(t) =
[
−1 0

]
ū(t) and xη(t) =

[
0 1

]
ū(t).727

Step 8: Thus, in the new coordinates, the problem of functional ODE estimator design728
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for the given system reduces to the problem of functional ODE estimator design for729

ẋf (t) =

[
−1 1
0 −1

]
xf (t) +

[
1 0
1 0

]
ū(t),730

z(t) =
[
1 1

]
xf (t) +

[
−1 1

]
ū(t).731

Step 9: Since xη is obtained in Step 7 above this step can be skipped.732

Step 10: Finally, we obtain the functional ODE estimator for the given system as733

follows:734

ẇ(t) =

[
−1 1
0 −1

]
w(t) +

[
1 0
1 0

] [
u(t)
y(t)

]
735

ẑ(t) =
[
1 1

]
w(t) +

[
−1 1

] [u(t)
y(t)

]
.736

Simulation results conducted in MATLAB are shown in Figures 1 and 2. It can737

be observed that the proposed new design method provides an asymptotic estimate ẑ738

for the given functional z. In addition, it is clear from Figure 2 that the proposed739

functional ODE estimator is not a functional ODE observer, i.e., it does not exhibit740

the state matching property.741
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Fig. 1. Plot of estimated functional and estimation error with initial conditions x(0) =[
1 2 3 0

]T
, w(0) =

[
4 5

]
, and input u(t) = t.

Now, we claim that there exists no functional ODE observer for this system, which742

is suggested by the fact that this system does not satisfy the existence conditions743

proposed in [20, 22–24]. To see this, assume that there exists a functional ODE744

observer of the form (1.3) and let (x, 0, 0,Kx) ∈ B be arbitrary for the given system.745

Then w = 0 and ẑ = 0 satisfy (1.3) with u = 0 and y = 0. Since (1.3) is a functional746

ODE observer for the given system, we find that747

e(t) := z(t)− ẑ(t) = Kx(t) → 0 for t → ∞ and e(0) = 0 =⇒ e(t) = 0, ∀ t > 0.748

For instance, let us take the initial condition as x(0) =
[
0 −1 1 0

]⊤
, then the749

solution of the system is x(t) =
[
0 (t− 1)et et 0

]⊤
, y(t) = 0, and z(t) = tet for750

t ≥ 0. Here e(0) = 0 but z(t) ̸= 0 = ẑ(t) for all t > 0. Thus, there exists no functional751

ODE observer for this system.752
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(b) Time response of estimation error in z

Fig. 2. Plot of estimated functional and estimation error with initial conditions x(0) =[
1 2 3 0

]T
, w(0) =

[
4 2

]
, and input u(t) = t

6. Conclusion. A physically meaningful concept of partial causal detectability753

for LTI descriptor systems (1.1) has been introduced, which is a natural extension of754

causal detectability of (1.1) for K = In. Also, various equivalent characterizations of755

partial causal detectability have been established. Moreover, it has been proved that756

the notion of partial causal detectability is necessary and sufficient for the existence757

of functional ODE estimators. Remarks 4.2 and Example 5.1 clarify that the concept758

of ODE observer and ODE estimator are not the same when K ̸= In. Till date,759

the proposed existence condition in [20] is the mildest known sufficient condition for760

the existence of a functional ODE observer. However, conditions which are necessary761

and sufficient for the existence of a functional ODE observer are not known. Future762

research directions include the development of some physical characterization to fill763

the gap between functional ODE observers and functional ODE estimators.764
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