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Dunkl operators are parameterized differential-difference operators on $\mathbb{R}^{N}$ that are related to finite reflection groups. They can be regarded as a generalization of partial derivatives and play a major role in the study of Calogero-M oser-Suther-land-type quantum many-body systems. Dunkl operators lead to generalizations of various analytic structures, like the Laplace operator, the Fourier transform, Hermite polynomials, and the heat semigroup. In this paper we investigate some probabilistic aspects of this theory in a systematic way. For this, we introduce a concept of homogeneity of $M$ arkov processes on $\mathbb{R}^{N}$ that generalizes the classical notion of processes with independent, stationary increments to the Dunkl setting. This includes analogues of Brownian motion and Cauchy processes. The generalizations of Brownian motion have the càdlàg property and form, after symmetrization with respect to the underlying reflection groups, diffusions on the Weyl chambers. A major part of the paper is devoted to the concept of modified moments of probability measures on $\mathbb{R}^{N}$ in the Dunkl setting. This leads to several results for homogeneous $M$ arkov processes (in our extended setting), including martingale characterizations and limit theorems. Furthermore, relations to generalized Hermite polynomials, A ppell systems, and Ornstein-U hlenbeck processes are discussed. © 1998 A cademic Press
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## 1. INTRODUCTION

Dunkl operators are differential-difference operators associated with a finite reflection group, acting on some Euclidean space. In recent years these operators and several generalizations have gained considerable interest in various fields of mathematics and physics. They provide a useful tool in the study of special functions associated with root systems (see, e.g., [D 2, $\mathrm{H}, \mathrm{VD}]$ ), and they are closely related to certain representations of degenerate affine Hecke algebras (see [C, O2] and the recent survey [Ki]). $M$ oreover, Dunkl operators are naturally involved in the algebraic description of certain exactly solvable quantum many-body systems of the Calogero-M oser-Sutherland-type (CM S); see [B-F1, B-F2, L-V, P]. W e start with an example for motivation.

Example 1.1. The quantum CM S-model of type $A_{N-1}$ for $N$ particles on the line $\mathbb{R}$, with two-body potentials of inverse-square type and with spin-exchange terms, is described by the Schrödinger operator

$$
\begin{equation*}
H=-\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}}+\sum_{1 \leq i<j \leq N} \frac{2 k}{\left(x_{i}-x_{j}\right)^{2}} \cdot\left(k-s_{i, j}\right), \tag{1.1}
\end{equation*}
$$

where $k$ is a real coupling parameter and $s_{i, j}$ is the operator interchanging the coordinates $x_{i}, x_{j}$ of a function $f: \mathbb{R}^{N^{\prime}} \rightarrow \mathbb{C}$ (see [P]). In the classical setting without spin exchange, one is mainly interested in the symmetric eigenfunctions of $H$, i.e., functions invariant under the natural action of the symmetric group $S_{N}$ on $\mathbb{R}^{N}$. The restriction of $H$ to symmetric functions is given by

$$
\begin{equation*}
H_{s y m}=-\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}}+2 k(k-1) \sum_{1 \leq i<j \leq N} \frac{1}{\left(x_{i}-x_{j}\right)^{2}} . \tag{1.2}
\end{equation*}
$$

While the explicit solvability of the latter system goes back to Calogero ([Ca]), it was only recently observed (see [P]) that $H$ can be written as ${ }_{\tilde{T}}=\sum_{j=1}^{N} p_{j}^{2}$ with commuting momentum operators $p_{j}=-i T_{j}$, where the $\tilde{T}_{j}$ are the "differential-difference" operators,

$$
\begin{equation*}
\tilde{T}_{j}=\frac{\partial}{\partial x_{j}}-k \sum_{i \neq j} \frac{s_{i, j}}{x_{j}-x_{i}} \quad(j=1, \ldots, N), \tag{1.3}
\end{equation*}
$$

which are densely defined on $L^{2}\left(\mathbb{R}^{N}, d x\right)$. These operators are singular at 0 and do not properly act on $C^{\infty}\left(\mathbb{R}^{N}\right)$ or polynomials. This can be overcome by switching to the weighted space $L^{2}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ with

$$
w_{k}(x)=\prod_{1 \leq i<j \leq N}\left|x_{i}-x_{j}\right|^{2 k} .
$$

This means considering the images of $H, p_{i}, \tilde{T}_{i}$ on $L^{2}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ with respect to the multiplication operator

$$
R: L^{2}\left(\mathbb{R}^{N}, d x\right) \rightarrow L^{2}\left(\mathbb{R}^{N}, w_{k}(x) d x\right), \quad f \mapsto w_{k}^{-1 / 2} f
$$

A short calculation yields

$$
\begin{equation*}
T_{i}:=R \tilde{T}_{i} R^{-1}=\frac{\partial}{\partial x_{i}}+k \sum_{j \neq i} \frac{1-s_{i, j}}{x_{i}-x_{j}} . \tag{1.4}
\end{equation*}
$$

These operators map polynomials to polynomials and are homogeneous of degree -1 (with respect to the natural grading on polynomials). They were originally by Dunkl ([D 1, D2, D 3]) in connection with a generalization of classical spherical harmonics where the spherical surface measure on the ( $N-1$ )-dimensional unit sphere is modified by a weight that is invariant under some reflection group; in the $A_{n-1}$ case it has the form of $w_{k}$ above.

The origin of this paper is the observation that the "Dunkl Laplacian"

$$
\begin{equation*}
\Delta_{k}:=\sum_{i=1}^{N} T_{i}^{2}=-R H R^{-1} \tag{1.5}
\end{equation*}
$$

is the generator of a strongly continuous $M$ arkovian semigroup of operators on $C_{0}\left(\mathbb{R}^{N}\right)$, where the associated kernels admit a structure similar to classical $G$ aussian densities on $\mathbb{R}^{N}$ (see [R2]):

$$
\begin{aligned}
& e^{t \Delta_{k}} f(x)=c_{k} \int_{\mathbb{R}^{N}} e^{-\left(|x|^{2}+|y|^{2}\right) / 4 t} K\left(\frac{x}{\sqrt{2 t}}, \frac{y}{\sqrt{2 t}}\right) \cdot f(y) w_{k}(y) d y \\
&\left(t>0, x \in \mathbb{R}^{N}, f \in C_{0}\left(\mathbb{R}^{N}\right)\right),
\end{aligned}
$$

where $c_{k}$ is a normalization constant, and the "Dunkl kernel" $K(x, y)$, which was first introduced in [D2], generalizes the exponential function $e^{\langle x, y\rangle}$ on $\mathbb{R}^{N} \times \mathbb{R}^{N}$. Markov processes associated with the semigroup $\left(e^{t \Delta_{k}}\right)_{t \geq 0}$ may be regarded as a generalization of the classical Brownian motion on $\mathbb{R}^{N}$, even though the reflection parts in $\Delta_{k}$ (or $H$ ) require that these processes cannot have continuous paths for $k>0$. The investigation of generalizations of Brownian motions on $\mathbb{R}^{N}$ of this type is the main purpose of this paper. Before going into details, we discuss some extensions of the example above:
(1) Essential parts of the theory of Dunkl operators work for arbitrary finite reflection groups $W$ on $\mathbb{R}^{N}$ (see [D 1, D 2, D 3, dJ , 01$]$ ). We shall establish almost all results of this paper in the general setting. On the
other hand, Dunkl operators are related to quantum many-body systems for specific reflection groups only, like the $A_{N-1}$ case above. We mention the $B_{N}$ cases belonging to the reflection groups $S_{N} \ltimes\{ \pm 1\}^{N}$, where $\{ \pm 1\}^{N}$ acts on $\mathbb{R}^{N}$ by sign changes of the coordinates; these cases can be related to $2 N+1$-body systems on $\mathbb{R}$.
(2) It is possible to add an external harmonic potential $\omega^{2}|x|^{2}=$ $\omega^{2}\left(x_{1}^{2}+\cdots+x_{N}^{2}\right)$ to the Hamiltonian $H$ in (1.1). This case was first studied in [Su] and can be handled in the same way as the classical harmonic oscillator by using generalized Hermite functions (see [B-F1, B-F2, vD, R 2], and Section 8 below).
(3) Like the CM S-particle systems on $\mathbb{R}$ above, there are completely integrable particle systems on the torus $T:=\{z \in \mathbb{C}:|z|=1\}$ with two-body potentials of inverse square type. The parameterization $z_{j}=e^{i x_{j}}, x_{j} \in \mathbb{R}$ leads to the symmetric Hamiltonian,

$$
-\sum_{j=1}^{N} \frac{\partial^{2}}{\partial x_{j}^{2}}+k(k-1) \sum_{1 \leq i<j \leq N} \frac{1}{2 \sin ^{2}\left(\left(x_{i}-x_{j}\right) / 2\right)}
$$

The solvability of this model was originally shown by Sutherland; a complete solution in operator form, based on Dunkl operators, has recently been worked out in [L-V].
We turn next to the content and the organization of this paper.
Section 2 mainly serves as an introduction to the Dunkl theory. We there recapitulate basic facts on reflection groups, root systems, and multiplicity functions; then the associated Dunkl operators, the Dunkl kernel (as a generalization of the exponential function), and the Dunkl transform (as a generalization of the Fourier transform) are introduced. M ost results are known (see [D 1, D 2, D 3, dJ , R 3, O1]) and are presented for the convenience of the reader only. Formally new results are the injectivity of the Dunkl transform of measures and Lévy's continuity theorem. M oreover, based on a result of $\mathrm{Xu}[\mathrm{X}]$, we identify the Dunkl transform of radially symmetric functions on $\mathbb{R}^{N}$ in terms of a classical Hankel transform on [ $0, \infty[$.

Section 3 is devoted to Dunkl's Laplacian, which generates a one-parameter semigroup of M arkov kernels on $\mathbb{R}^{N}$. This semigroup may be considered a generalization of the semigroup of a Brownian motion and will be called the $k$-G aussian semigroup. $k$-G aussian semigroups form the leitmotiv of this paper, and so we include details here, even though most parts of Section 3 are already contained in [R2].

In Section 4 we use the algebraic connections between $k$-Gaussian semigroups and the Dunkl transform to introduce the concept of $k$-invariant $M$ arkov kernels on $\mathbb{R}^{N}$. This generalizes the notion of translation-
invariant M arkov kernels on $\mathbb{R}^{N}$ (which can be recovered for $k=0$ ); it allows us to define semigroups of $k$-invariant M arkov kernels as well as the associated Markov processes, which will be also called $k$-invariant. In Section 4 we study in particular the generators of these semigroups and the associated negative definite functions. Moreover, we show that $k$-invariant M arkov processes always admit càdlàg versions, i.e, there are versions of these processes having right-continuous paths with limits from the left almost everywhere. M oreover, $k$-G aussian càdlàg processes have automatically continuous paths after symmetrization with respect to the underlying reflection group (as the generator is here a second-order differential operator).

Further examples of $k$-invariant M arkov kernels are presented in Section 5 . These examples will be constructed via subordination from the $k$-Gaussian kernels (see, for instance, [Be-Fo] for this principle). This leads, in particular, to a generalization of Cauchy kernels. In the end of Section 5 we apply the generalized Cauchy kernels to solve the Dirichlettype problem $u_{t t}+\Delta_{k} u=0$ with initial condition $u(0,)=$.$f on \left[0, \infty\left[\times \mathbb{R}^{N}\right.\right.$, where $\Delta_{k}$ denotes the Dunkl Laplacian.

In Section 6 we turn to a different topic in probability theory. W ith the interpretation of the Dunkl kernel $K$ as a generalized exponential function in mind, we use $K$ to construct "exponential" martingales from $k$-invariant M arkov processes; we show that these processes are determined uniquely by such martingale properties. This will lead to a characterization of $k$-invariant M arkov processes on $\mathbb{R}^{N}$ as unique solutions of martingale problems in the sense of Stroock and V aradhan [S-V]. This section requires some knowledge from semimartingale integration (see [K-S, W-W, Wi ) and may be skipped at a first reading. Our approach is motivated by similar results for commutative hypergroups in [Re-V] and shows how the martingale results of Sections 7 and 8 for moment functions fit into a general theory.

In Section 7 we generalize the monomials $y^{\nu}\left(y \in \mathbb{R}^{N}, \nu \in \mathbb{Z}_{+}^{N}\right)$ and introduce so-called moment functions $m_{\nu}\left(\nu \in \mathbb{Z}_{+}^{N}\right)$ on $\mathbb{R}^{N}$ via the Dunkl kernel $K$ by

$$
K(x, y)=\sum_{\nu \in \mathbb{Z}_{+}^{N}} \frac{1}{\nu!} m_{\nu}(x) y^{\nu},
$$

where the multi-index notation $y^{\nu}:=y_{1}^{\nu_{1}} y_{2}^{\nu_{2}} \cdots y_{N}^{\nu_{N}}$ and $\nu!:=\nu_{1}!\cdot \nu_{2}!\cdots$ $\nu_{N}$ ! is used for $y \in \mathbb{R}^{N}$ and $\nu \in \mathbb{Z}_{+}^{N}$. The functions $m_{\nu}$ are homogeneous polynomials of degree $|\nu|:=\nu_{1}+\cdots+\nu_{N}$. They make it possible to define the $\nu$ th modified moment of a probability measure $\mu$ on $\mathbb{R}^{N}$ by $m_{\nu}(\mu):=$ $\int_{\mathbb{R}^{N}} m_{\nu} d \mu$ (whenever this exists). It will turn out that modified moments of $k$-invariant M arkov kernels satisfy algebraic relations of binomial type that
are well known for classical moments of classical convolutions of measures on $\mathbb{R}^{N}$. These algebraic relations will allow us to construct martingales from $k$-invariant M arkov processes by using moments. Section 7 is motivated by corresponding results for commutative hypergroups in [BI-He, Z] and references there.
In Section 8 we systematically study modified moments of higher order for $k$-Gaussian measures. M otivated by related concepts in non-Gaussian white-noise analysis (see [ADKS, F-S, B-K1, B-K2]), we introduce two systems, $\left(R_{\nu}\right)_{\nu \in \mathbb{Z}_{+}^{N}}$ and $\left(S_{\nu}\right)_{\nu \in \mathbb{Z}_{+}^{N}}$, of functions on $\mathbb{R} \times \mathbb{R}^{N}$ by

$$
R_{\nu}(t, x):=e^{-t \Delta_{k}} m_{\nu}(x) \quad \text { and } \quad S_{\nu}(t, x):=e^{-t \Delta_{k}} x^{\nu} .
$$

These functions are called Appell characters and cocharacters, respectively; they can also be characterized via their generating functions involving the Dunkl kernel $K$. It will turn out that for all $t>0$, the systems $\left(R_{\nu}(t, .)\right)_{\nu \in \mathbb{Z}^{N}}$ and $\left(S_{\nu}(t, .)\right)_{\nu \in \mathbb{Z}_{+}^{N}}$ form a biorthogonal basis of $L^{2}\left(\mathbb{R}^{N}, P_{t}(0,).\right)$, where $P_{t}(0,$.$) denotes the k$-G aussian measure with mean 0 and "variance" parameter $t$. Based on this observation, we derive a generalization of a formula of M acdonald [ M ], which was proved earlier in [D 2] by different methods; see also [R-V 2]. The functions $R_{\nu}$ and $S_{\nu}$ are closely related to generalizations of heat polynomials and Hermite polynomials; the latter ones wee extensively investigated in $[B-F 1, B-F 2, v D, L]$ for special cases and in [R2] in full generality. To stress the connection with generalized Hermite polynomials, we close Section 8 with a list of properties of nonsymmetric generalized Hermite polynomials and the A ppell systems above.

Section 9 contains some limit theorems for $k$-invariant $M$ arkov processes that are well known in the classical case $k=0$. This in particular includes a law of the iterated logarithm for $k$-G aussian processes, a strong law of large numbers for general $k$-invariant processes in discrete time, and a transcience criterion. Parts of this section are motivated by similar results for one-dimensional hypergroups in $[\mathrm{BI}-\mathrm{He}]$ and references cited there.

The final section, 10, is devoted to a generalization of Ornstein-U hlenbeck processes to the Dunkl setting. We introduce the associated semigroups of Markov kernels explicitly by using the $k$-Gaussian kernels of Section 3. As in the classical case, the generators of generalized O rnstein-U hlenbeck semigroups are given by the Schrödinger-type operators $c \Delta_{k}-\alpha \sum_{l=1}^{N} x_{l} \partial_{l}$ with parameters $c, \alpha>0$. This observation leads to the explicit solution of the equation $u_{t}=\left(c \Delta_{k}-\alpha \sum_{l=1}^{N} x_{l} \partial_{l}\right) u$ on $\left[0, \infty\left[\times \mathbb{R}^{N}\right.\right.$ with initial condition $u(0,)=$.$f . We conclude Section 10$ with some properties of generalized Ornstein-U hlenbeck processes; in particular, the stationary ones are defined in terms of $k$-Gaussian processes in a pathwise way.

We finally point out that this paper contains only a selection of probabilistic aspects of the Dunkl theory, and that some topics are not covered completely. Some results could be considerably improved with some additional effort. On the other hand, it was our aim to make at least most parts of this paper accessible to a broader mathematical audience.

## 2. DUNKL OPERATORS AND THE DUNKL TRANSFORM

The purpose of this section is to establish some basic notations and collect some facts on Dunkl operators and the Dunkl transform that will be important later on. General references here are [D 2, D 3, d] ]; for basics on reflection groups and root systems, we refer the reader to $[\mathrm{Hu}$.

### 2.1. Reflection Groups, Root Systems, and Multiplicity Functions

For $\alpha \in \mathbb{R}^{N} \backslash\{0\}$, let $\sigma_{\alpha}$ be the reflection in the hyperplane $H_{\alpha} \subset \mathbb{R}^{N}$ orthogonal to $\alpha$, i.e., $\sigma_{\alpha}(x)=x-\left(2\langle\alpha, x\rangle /|\alpha|^{2}\right) \alpha$, where $\langle., .,\rangle_{\alpha}$ is the Euclidean scalar product on $\mathbb{R}^{N}$ and $|x|:=\sqrt{\langle x, x\rangle}$. (On $\mathbb{C}^{N}, \mid$. | also denotes the standard Hermitian norm, while $\langle z, w\rangle:=z_{1} w_{1}+\cdots+z_{N} w_{N}$.)
A finite set $R \subset \mathbb{R}^{N} \backslash\{0\}$ is called a root system if $R \cap \mathbb{R} \cdot \alpha=\{ \pm \alpha\}$ and $\sigma_{\alpha} R=R$ for all $\alpha \in R$. For a given root system $R$ the reflections $\sigma_{\alpha}$ ( $\alpha \in R$ ) generate a finite group $W \subset O(N)$, the reflection group associated with $R$. All reflections in $W$ correspond to suitable pairs of roots; see [ Hu ]. For a given $\beta \in \mathbb{R}^{N} \backslash \bigcup_{\alpha \in R} H_{\alpha}$, we fix the positive subsystem $R_{+}=\{\alpha \in R:\langle\alpha, \beta\rangle>0\}$; then for each $\alpha \in R$ either $\alpha \in R_{+}$or $-\alpha \in$ $R_{+}$. We assume from now on with no loss of generality that the root system $R$ is normalized in the sense that $|\alpha|=\sqrt{2}$ for all $\alpha \in R$.

A function $k: R \rightarrow \mathbb{C}$ on a root system $R$ is called a multiplicity function if it is invariant under the action of the associated reflection group $W$. If one regards $k$ as a function on the corresponding reflections, this means that $k$ is constant on the conjugacy classes of reflections in $W$. For abbreviation, we introduce the index

$$
\begin{equation*}
\gamma:=\gamma(k):=\sum_{\alpha \in R_{+}} k(\alpha) . \tag{2.1}
\end{equation*}
$$

$M$ oreover, let $w_{k}$ denote the weight function

$$
\begin{equation*}
w_{k}(x)=\prod_{\alpha \in R_{+}}|\langle\alpha, x\rangle|^{2 k(\alpha)}, \tag{2.2}
\end{equation*}
$$

which is $W$-invariant and homogeneous of degree $2 \gamma$. We finally introduce the $M$ ehta-type constant

$$
\begin{equation*}
c_{k}:=\left(\int_{\mathbb{R}^{N}} e^{-|x|^{2}} w_{k}(x) d x\right)^{-1}, \tag{2.3}
\end{equation*}
$$

which is known for all Coxeter groups $W$; see [D 1, M e, O 1]. We shall use the following further abbreviations: $\mathscr{P}=\mathbb{C}\left[\mathbb{R}^{N}\right]$ denotes the algebra of polynomial functions on $\mathbb{R}^{N}$, and $\mathscr{P}_{n}\left(n \in \mathbb{Z}_{+}\right)$the subspace of homogeneous polynomials of degree $n$. We use the standard multi-index notations; i.e., for multi-indices $\nu, \rho \in \mathbb{Z}_{+}^{N}$ we write

$$
\begin{gathered}
|\nu|:=\nu_{1}+\cdots+\nu_{N}, \quad \nu!:=\nu_{1}!\cdot \nu_{2}!\cdots \nu_{N}!, \\
\binom{\nu}{\rho}:=\binom{\nu_{1}}{\rho_{1}}\binom{\nu_{2}}{\rho_{2}} \cdots\binom{\nu_{N}}{\rho_{N}},
\end{gathered}
$$

as well as

$$
x^{\nu}:=x_{1}^{\nu_{1}} \cdots x_{N}^{\nu_{N}} \quad \text { and } \quad A^{\nu}:=A_{1}^{\nu_{1}} \cdots A_{N}^{\nu_{N}}
$$

for $x=\mathbb{R}^{N}$ and any family $A=\left(A_{1}, \ldots, A_{N}\right)$ of commuting operators on $\mathscr{P}$. Finally, we shall need the partial ordering $\leq$ on $\mathbb{Z}_{+}^{N}$, which is defined by $\rho \leq \nu$ : $\Leftrightarrow \rho_{i} \leq \nu_{i}$ for $i=1, \ldots, N$.

### 2.2. Dunkl Operators

The Dunkl operators $T_{i}(i=1, \ldots, N)$ on $\mathbb{R}^{N}$ associated with the finite reflection group $W$ and multiplicity function $k$ are given by

$$
\begin{equation*}
T_{i} f(x):=\partial_{i} f(x)+\sum_{\alpha \in R_{+}} k(\alpha) \alpha_{i} \cdot \frac{f(x)-f\left(\sigma_{\alpha} x\right)}{\langle\alpha, x\rangle}, \quad f \in C^{1}\left(\mathbb{R}^{N}\right) \tag{2.4}
\end{equation*}
$$

here $\partial_{i}$ denotes the $i$ th partial derivative. In the case $k=0$, the $T_{i}$ reduce to the corresponding partial derivatives. In this paper, we shall assume throughout that $k \geq 0$ (i.e., all values of $k$ are nonnegative). The $T_{i}$ have the following fundamental properties (see [D 1]):
(1) The set $\left\{T_{i}\right\}$ generates a commutative algebra of differentialdifference operators on $\mathscr{P}$.
(2) Each $T_{i}$ is homogeneous of degree -1 on $\mathscr{P}$; i.e., $T_{i} p \in \mathscr{P}_{n-1}$ for $p \in \mathscr{P}_{n}$.
(3) (Product rule) $T_{i}(f g)=\left(T_{i} f\right) g+f\left(T_{i} g\right)$ for $i=1, \ldots, N$ and all $f, g \in C^{1}\left(\mathbb{R}^{N}\right)$ with $g$ being $W$-invariant.

A major tool in this paper is the Dunkl kernel $K(x, y)$ on $\mathbb{R}^{N} \times \mathbb{R}^{N}$, which generalizes the usual exponential function $e^{\langle x, y\rangle}$. It was introduced in [D2] by means of an intertwining isomorphism $V$ of $\mathscr{P}$ which is characterized by the properties

$$
V\left(\mathscr{P}_{n}\right)=\mathscr{D}_{n},\left.\quad V\right|_{\mathscr{P}_{0}}=i d, \quad \text { and } \quad T_{i} V=V \partial_{i} \quad(i=1, \ldots, N) .
$$

Some details about $V$ and the $T_{i}$ for the symmetric group $S_{N}$ and the $B_{N}$ case will be discussed in Example 7.1. For $n \in \mathbb{Z}_{+}$, set

$$
K_{n}(x, y):=V\left(\frac{\langle., y\rangle^{n}}{n!}\right)(x) \quad\left(x, y \in \mathbb{R}^{N}\right) .
$$

Then $K_{n}(x, y)=K_{n}(y, x)$ and $\left|K_{n}(x, y)\right| \leq|x|^{n}|y|^{n} / n!$. The Dunkl kernel $K$ is now defined as

$$
\begin{equation*}
K(x, y):=\sum_{n=0}^{\infty} K_{n}(x, y) \quad\left(=V\left(e^{\langle\cdot, y\rangle}\right)(x)\right) . \tag{2.5}
\end{equation*}
$$

For $y \in \mathbb{R}^{N}, K(x, y)$ may be also characterized as the unique analytic solution of $T_{i} f=y_{i} f(i=1, \ldots, N)$ with $f(0)=1$; see [01]. M oreover, the Dunkl kernel $K$ has a unique holomorphic extension to $\mathbb{C}^{N} \times \mathbb{C}^{N}$.

Examples 2.1. (1) If $k=0$, then $K(z, w)=e^{\langle z, w\rangle}$ for $z, w \in \mathbb{C}^{N}$. (Note that $\langle.,$.$\rangle was defined to be bilinear on \mathbb{C}^{N}$.)
(2) If $N=1$ and $W=\mathbb{Z}_{2}$, then the multiplicity function is a single parameter $k \geq 0$, and the normalization constant is $c_{k}=\Gamma(k+1 / 2)$. The Dunkl kernel is given by

$$
K(z, w)=j_{k-1 / 2}(i z w)+\frac{z w}{2 k+1} j_{k+1 / 2}(i z w), \quad z, w \in \mathbb{C}
$$

where for $\alpha \geq-1 / 2, j_{\alpha}$ is the normalized spherical Bessel function

$$
j_{\alpha}(z)=2^{\alpha} \Gamma(\alpha+1) \frac{J_{\alpha}(z)}{z^{\alpha}}=\Gamma(\alpha+1) \cdot \sum_{n=0}^{\infty} \frac{(-1)^{n}(z / 2)^{2 n}}{n!\Gamma(n+\alpha+1)} .
$$

For details and related material see [D3, R1, Ros, Wa] and references cited there. This basic example is connected with the quantum harmonic oscillator of Y ang [ Y ].
(3) If $N=2$ and $W$ is a dihedral group of odd order, then $k$ is again a single parameter. For $k=1$, the $W$-invariant part of the Dunkl kernel $K$ is computed (up to some transformation) in [Be-M o] in terms of Tchebychev polynomials.

For later references, we next list some further known properties of the Dunkl kernel $K$.

Theorem 2.2. Let $z \in \mathbb{C}^{N}, x, y \in \mathbb{R}^{N}$.
(1) $K(z, w)=K(w, z), K(z, 0)=1$ and $K(\lambda z, w)=K(z, \lambda w)$ for $\lambda \in \mathbb{C}$.
(2) For all $\nu \in \mathbb{Z}_{+}^{N},\left|\partial_{z}^{\nu} K(x, z)\right| \leq|x|^{|\nu|} \cdot e^{|x| \cdot|R e z|}$. In particular, $|K(x, z)| \leq e^{|x||z|}$ and $|K(i x, y)| \leq 1$.
(3) $T_{j}^{x} K(x, y)=y_{j} K(x, y)$ for $j=1, \ldots, N$; here the superscript $x$ indicates that the operators act with respect to the $x$-variable.
(4) $K(-i x, y)=\overline{K(i x, y)}$ and $K(g(x), g(y))=K(x, y)$ for $g \in W$.
(5) For each $x \in \mathbb{R}^{N}$ there exists a unique probability measure $\mu_{x} \in$ $M^{1}\left(\mathbb{R}^{N}\right)$ with

$$
\begin{gathered}
\text { supp } \mu_{x} \subset\left\{\xi \in \mathbb{R}^{N}:|\xi| \leq|x|\right\} \quad \text { and } \\
\operatorname{supp} \mu_{x} \cap\left\{\xi \in \mathbb{R}^{N}:|\xi|=|x|\right\} \neq \varnothing
\end{gathered}
$$

such that

$$
K(x, z)=\int_{\mathbb{R}^{N}} e^{\langle\xi, z\rangle} d \mu_{x}(\xi) \quad \text { for all } z \in \mathbb{C}^{N} .
$$

In particular, $K(x, y)>0$ for all $x, y \in \mathbb{R}^{N}$.
Proof. Parts (1), (3), and (4) can easily be derived from the construction of $K$ in Section 2.2; see [D 2, D 3]. Part (5) is shown in [R 3], and Part (2) is a consequence of Part (5); see also [R 3].

The generalized exponential function $K$ gives rise to an integral transform, called the Dunkl transform on $\mathbb{R}^{N}$, which was introduced in [D 3] and has been thoroughly studied in [dJ]. To emphasize the similarity with the classical Fourier transform, we use the following notion.

### 2.3. The Dunkl Transform

The Dunkl transform associated with $W$ and $k \geq 0$ is given by

$$
\begin{gathered}
\hat{\therefore}: L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right) \rightarrow C_{b}\left(\mathbb{R}^{N}\right) ; \\
\hat{f}(y):=\int_{\mathbb{R}^{N}} f(x) K(-i y, x) w_{k}(x) d x \quad\left(y \in \mathbb{R}^{N}\right) .
\end{gathered}
$$

The Dunkl transform of a function $f \in L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ has the following basic properties:
(1) $\|\hat{f}\|_{\infty} \leq\|f\|_{1, w_{k}(x) d x}$; see Theorem 2.2(2).
(2) If $f^{-}(x):=f(-x)$ and $\left(f_{g}\right)(x):=f(g(x))$ for $g \in W, x \in \mathbb{R}^{N}$, then $\left(f^{-}\right)^{\wedge}(y)=\widehat{f(y)}$ and $\left(f_{g}\right)^{\wedge}(y)=\hat{f}(g(y))$ for $y \in \mathbb{R}^{N}$; see Theorem 2.2(4).

The inverse Dunkl transformation is given by $\check{f}(y)=\hat{f}(-y)$ and has corresponding properties.
The results listed in the following theorem are proved in [D 3, d] ]:
Theorem 2.3. (1) The Schwartz space $\mathscr{S}\left(\mathbb{R}^{N}\right)$ of rapidly decreasing functions on $\mathbb{R}^{N}$ is invariant under the Dunkl transform.
(2) (Lemma of Riemann-Lebesgue) $\left(L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)\right)^{\wedge}$ is a $\|.\|_{\infty}-$ dense subspace of $C_{0}\left(\mathbb{R}^{N}\right)$.
(3) ( $L^{1}$-inversion) For all $f \in L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ with $\hat{f} \in L^{1}\left(\mathbb{R}^{N}\right.$, $\left.w_{k}(x) d x\right)$,

$$
f=4^{-\gamma-N / 2} c_{k}^{2} \hat{f}^{\vee} \quad \text { a.e. }
$$

(3) (Plancherel's Theorem) The renormalized Dunkl transform $f \mapsto$ $c_{k} 2^{-\gamma-N / 2} \hat{f}$ can be uniquely extended to an isometric isomorphism on $L^{2}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$.

We next show that Dunkl transforms of radial functions (i.e., $S O(N)$ invariant functions) in $L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ are again radial, an that Dunkl transforms can be computed via associated classical $H$ ankel transforms. This result is not obvious, as the weight $w_{k}$ is usually invariant only under the reflection group $W$. Our proof is based on the explicit integration of the operator $V$ over spheres in [ $X$ ]. Before doing this, we recapitulate some facts about $H$ ankel transforms:

### 2.4. The Hankel Transform

For $\alpha \geq-1 / 2$, define the measure $\omega_{\alpha}$ on [ $0, \infty$ [ by

$$
d \omega_{\alpha}(r)=\left(2^{\alpha} \Gamma(\alpha+1)\right)^{-1} r^{2 \alpha+1} d r .
$$

The H ankel transform $\mathscr{H}^{\alpha}$ of order $\alpha$ on $L^{1}\left(\left[0, \infty\left[, \omega_{\alpha}\right)\right.\right.$ is then defined by

$$
\left(\mathscr{H}^{\alpha} f\right)(\lambda)=\int_{0}^{\infty} f(r) j_{\alpha}(\lambda r) d \omega_{\alpha}(r) ;
$$

Here $j_{\alpha}$ is the normalized spherical Bessel function as defined in Example 2.1(2). The transform $\mathscr{H}^{\alpha}$ can be uniquely extended to an isometric isomorphism on $L^{2}\left(\left[0, \propto\left[, \omega_{\alpha}\right)\right.\right.$.

Proposition 2.4. Let $W$ be a finite reflection group with multiplicity function $k$ and index $\gamma=\sum_{\alpha \in R_{+}} k(\alpha)$. Then there is a one-to-one correspondence between the space of all radial functions $f$ in $L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ and the space of all functions $F \in L^{1}\left(\left[0, \infty\left[, \omega_{\gamma+N / 2-1}\right)\right.\right.$ via

$$
f(x)=F(|x|) \quad \text { for } x \in \mathbb{R}^{N} .
$$

Moreover, the Dunkl transform $\hat{f}$ of $f$ is related to the Hankel transform $\mathscr{H}^{\gamma+N / 2-1} F$ of $F$ by

$$
\hat{f}(y)=c_{k}^{-1} 2^{\gamma+N / 2} \cdot\left(\mathscr{H}^{\gamma+N / 2-1} F\right)(|y|) \quad \text { for } y \in \mathbb{R}^{N} .
$$

Proof. Let $S^{N-1}=\left\{x \in \mathbb{R}^{N}:|x|=1\right\}$ be the unit sphere with normalized surface measure $d \sigma$. Set

$$
d_{k}:=\int_{S^{N-1}} w_{k}(x) d \sigma(x)=\frac{1}{c_{k}} \cdot \frac{2}{\Gamma(\gamma+N / 2)} .
$$

Let $f$ and $F$ be related as in the proposition. Then the homogeneity of $w_{k}$ leads to

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}|f(x)| w_{k}(x) d x & =\int_{0}^{\infty}\left(\int_{S^{N-1}} w_{k}(r y) d \sigma(y)\right)|F(r)| r^{N-1} d r \\
& =d_{k} \int_{0}^{\infty}|F(r)| r^{2 \gamma+N-1} d r .
\end{aligned}
$$

We now turn to the second statement. Corollary 2.2 of $[X]$ states that for each polynomial $p$ and $x \in \mathbb{R}^{N}$,

$$
\int_{S^{N-1}} V p(\langle x, .\rangle)(y) w_{k}(y) d \sigma(y)=d_{k}^{\prime} \int_{-1}^{1} p(t|x|)\left(1-t^{2}\right)^{\gamma+(N-3) / 2} d t
$$

with some constant $d_{k}^{\prime}>0$ depending on $k$ only. The series representation (2.5) of $K$ and M ehler's formula ([Sz], (1.7.1.6)) lead to

$$
\begin{align*}
\int_{S^{N-1}} K(i x, y) w_{k}(y) d \sigma(y) & =d_{k}^{\prime} \int_{-1}^{1} e^{i t|x|}\left(1-t^{2}\right)^{\gamma+(N-3) / 2} d t \\
& =d_{k} \cdot j_{\gamma+N / 2-1}(|x|) . \tag{2.6}
\end{align*}
$$

M oreover, by Theorem 2.2(1) and the homogeneity of $w_{k}$,

$$
\begin{aligned}
\hat{f}(y) & =\int_{\mathbb{R}^{N}} F(|x|) K(-i x, y) w_{k}(x) d x \\
& =\int_{0}^{\infty}\left(\int_{S^{N-1}} K(-i r y, z) w_{k}(z) d \sigma(z)\right) F(r) r^{2 \gamma+N-1} d r .
\end{aligned}
$$

It follows from (2.6) that

$$
\begin{aligned}
\hat{f}(y) & =d_{k} \int_{0}^{\infty} j_{\gamma+N / 2-1}(r|y|) F(r) r^{2 \gamma+N-1} d r \\
& =c_{k}^{-1} 2^{\gamma+N / 2} \cdot\left(\mathscr{H}^{\gamma+N / 2-1} F\right)(|y|),
\end{aligned}
$$

which completes the proof.
Proposition 2.4 leads to the following result, which will be needed in Section 9:

Lemma 2.5. For each compact set $L \subset \mathbb{R}^{N}$ there is a function $f \in C_{c}^{+}\left(\mathbb{R}^{N}\right)$ with $\hat{f} \in C_{0}^{+}\left(\mathbb{R}^{N}\right) \cap L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ such that $\hat{f} \geq 1$ on $L$.

Proof. The Hankel transform $\mathscr{H}^{\alpha}(\alpha \geq-1 / 2)$ can be regared as a Fourier transform for a suitable hypergroup structure on $[0, \infty[$, which is called a Bessel-K ingman hypergroup (see [BI-He]). In particular, there is a positivity-preserving convolution $*_{\alpha}$ on $L^{1}\left(\left[0, \infty\left[, \omega_{\alpha}\right)\right.\right.$ such that $\mathscr{H}^{\alpha}\left(f *_{\alpha} g\right)=\mathscr{H}^{\alpha}(f) \cdot \mathscr{H}^{\alpha}(g)$ for $f, g \in L^{1}\left(\left[0, \infty\left[, \omega_{\alpha}\right)\right.\right.$. Now fix $g \in$ $C_{c}^{+}\left(\left[0, \infty[)\right.\right.$ with $\int_{0}^{\infty} g(x) d \omega_{\alpha}(x)>0$. Then $g *_{\alpha} g \in C_{c}^{+}([0, \infty[)$ with $\mathscr{H}^{\alpha}\left(g *_{\alpha} g\right)=\left|\mathscr{H}^{\alpha}(g)\right|^{2} \in C_{0}^{+}\left(\left[0, \infty[) \cap L^{1}\left(\left[0, \infty\left[, \omega_{\alpha}\right)\right.\right.\right.\right.$, and $\left|\mathscr{H}^{\alpha}(g)\right|^{2}>0$ on $[0, \epsilon]$ for a suitable $\epsilon>0$. Suitable rescaling of $g$ yields that for each compactum $R \subset\left[0, \infty\left[\right.\right.$ there is some $g$ such that even $\left|\mathscr{H}^{\alpha}(g)\right|^{2} \geq 1$ on $R$. The lemma now follows from Proposition 2.4 with $F:=g *_{\alpha} g$.

To use the Dunkl transform as a probabilistic tool, we next establish some further standard results like the uniqueness theorem and Lévy's continuity theorem. We denote the Banach space of all $\mathbb{C}$-valued, regular bounded Borel measures on $\mathbb{R}^{N}$ by $M_{b}\left(\mathbb{R}^{N}\right)$. Moreover, $M_{b}^{+}\left(\mathbb{R}^{N}\right)$ and $M^{1}\left(\mathbb{R}^{N}\right)$ are the subspaces consisting of all positive measures and probability measures, respectively. M oreover, we denote the $\sigma$-algebra of all Borel sets on $\mathbb{R}^{N}$ by $\mathscr{B}\left(\mathbb{R}^{N}\right)$. W eak convergence of measures means convergence with respect to the $\sigma\left(M_{b}\left(\mathbb{R}^{N}\right), C_{b}\left(\mathbb{R}^{N}\right)\right)$-topology.
The Dunkl transform of $\mu \in M_{b}\left(\mathbb{R}^{N}\right)$ is given by $\hat{\mu}(y):=$ $\int_{\mathbb{R}^{N}} K(-i y, x) d \mu(x)\left(y \in \mathbb{R}^{N}\right)$.

Theorem 2.6. (1) If $\mu \in M_{b}\left(\mathbb{R}^{N}\right)$, then $\hat{\mu} \in C_{b}\left(\mathbb{R}^{N}\right)$ with $\|\hat{\mu}\|_{\infty} \leq$ $\|\mu\|$.
(2) If $\mu \in M_{b}\left(\mathbb{R}^{N}\right)$ and $f \in L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$, then

$$
\int_{\mathbb{R}^{N}} \hat{\mu}(x) f(x) w_{k}(x) d x=\int_{\mathbb{R}^{N}} \hat{f} d \mu .
$$

(3) If $\mu \in M_{b}\left(\mathbb{R}^{N}\right)$ satisfies $\hat{\mu}=0$, then $\mu=0$.

Proof. Part (1) follows readily from Theorem 2.2(2) and the dominated convergence theorem. Part (2) follows from Fubini's theorem, and Part (3) follows from Part (2) and the fact that $\left(L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)\right)^{\wedge}$ is $\|.\|_{\infty}$-dense in $C_{0}\left(\mathbb{R}^{N}\right)$.
Theorem 2.7. Let $\left(\mu_{n}\right)_{n \in \mathbb{N}} \subset M_{b}^{+}\left(\mathbb{R}^{N}\right)$.
(1) If $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converges weakly to $\mu \in M_{b}^{+}\left(\mathbb{R}^{N}\right)$, then $\left(\hat{\mu}_{n}\right)_{n \in \mathbb{N}}$ converges to $\hat{\mu}$ uniformly on every compact subset of $\mathbb{R}^{N}$.
(2) If $\left(\hat{\mu}_{n}\right)_{n \in \mathbb{N}}$ converges pointwise to a complex-valued function $\varphi$ on $\mathbb{R}^{N}$ that is continuous at 0 , then there exists a unique $\mu \in M_{b}^{+}\left(\mathbb{R}^{N}\right)$ with $\hat{\mu}=\varphi$, and $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ tends weakly to $\mu$.

Proof. As $(x, y) \mapsto K(i x, y)$ is analytic on $\mathbb{R}^{N} \times \mathbb{R}^{N}$, the mean value theorem ensures that for all $x \in \mathbb{R}^{N}, \epsilon>0$ and all compacta $L \subset \mathbb{R}^{N}$, there exists an open neighborhood $U$ of $x$ with $|K(i x, y)-K(i z, y)| \leq \epsilon$ for all $z \in U, y \in L$. The proof of part (1) can now be carried out exactly as in the classical group case; see, for instance, Theorem 23.8 in [Ba].

M oreover, Theorem 2.6 ensures that the proof of part (2) also carried over from the classical seting in [Ba] without changes. We omit the details.

Remark 2.8. If a measure $\mu \in M_{b}\left(\mathbb{R}^{N}\right)$ is invariant under the action of the finite reflection group $W$, then its Dunkl transform is also $W$-invariant. On the other hand, it is not true that Dunkl transforms of radial measures are again radial; this is clear from Proposition 2.4 and the fact that the weight function $w_{k}$ usually fails to be radial.

## 3. GENERALIZED LAPLACIANS AND HEAT KERNELS

### 3.1. The Generalized Laplacian

The generalized Laplacian $\Delta_{k}$ associated with some finite reflection group $W$ on $\mathbb{R}^{N}$ and a multiplicity function $k \geq 0$ is defined by

$$
\Delta_{k} f:=\sum_{l=1}^{N} T_{l}^{2} f=\Delta f+2 \sum_{\alpha \in R_{+}} k(\alpha) \delta_{\alpha} f \quad\left(f \in C^{2}\left(\mathbb{R}^{N}\right)\right),
$$

with

$$
\delta_{\alpha} f(x)=\frac{\langle\nabla f(x), \alpha\rangle}{\langle\alpha, x\rangle}-\frac{f(x)-f\left(\sigma_{\alpha} x\right)}{\langle\alpha, x\rangle^{2}} .
$$

It is shown in [R2] that the operator $\Delta_{k}$ on $C_{0}\left(\mathbb{R}^{N}\right)$ admits a closure (again denoted by $\Delta_{k}$ ). This closure generates a positive, strongly continuous contraction semigroup $\left(e^{t \Delta_{k}}\right)_{t \geq 0}$ on $C_{0}\left(\mathbb{R}^{N}\right)$, which is given explicitly in terms of the following generalized heat kernels.

### 3.2. Generalized Heat Kernels

The generalized heat kernel $\Gamma_{k}$ is defined by

$$
\begin{aligned}
& \Gamma_{k}(x, y, t):=\frac{c_{k}}{(4 t)^{\gamma+N / 2}} e^{-\left(|x|^{2}+|y|^{2}\right) / 4 t} K\left(\frac{x}{\sqrt{2 t}}, \frac{y}{\sqrt{2 t}}\right) \\
&\left(x, y \in \mathbb{R}^{n}, t>0\right),
\end{aligned}
$$

where $c_{k}$ is given in (2.3). The heat kernel $\Gamma_{k}$ has the following properties (see Lemma 4.5 in [R2]): Let $x, y, z \in \mathbb{R}^{N}$ and $t>0$. Then
(1) $\Gamma_{k}(x, y, t)=\Gamma_{k}(y, x, t)$

$$
=\frac{c_{k}^{2}}{4^{\gamma+N / 2}} \int_{\mathbb{R}^{N}} e^{-t|\xi|^{2}} K(i x, \xi) K(-i y, \xi) w_{k}(\xi) d \xi,
$$

and, by the inversion formula, Theorem 2.3(3),

$$
\Gamma_{k}(x, ., t)^{\wedge}(z)=e^{-t|z|^{2}} \cdot K(-i x, z) .
$$

(2) For fixed $y \in \mathbb{R}^{N}$, the function $u(x, t):=\Gamma_{k}(x, y, t)$ solves the generalized heat equation $\Delta_{k} u=u_{t}$ on $\mathbb{R}^{N} \times(0, \infty)$.

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \Gamma_{k}(x, y, t) w_{k}(x) d x=1 \text { and }  \tag{3}\\
& \qquad\left|\Gamma_{k}(x, y, t)\right| \leq \frac{M_{k}}{t^{\gamma+N / 2}} e^{-(|x|-\mid y)^{2} / 4 t} .
\end{align*}
$$

M oreover, the integral operators
$H(t) f(x):=\int_{\mathbb{R}^{N}} \Gamma_{k}(x, y, t) f(y) w_{k}(y) d y \quad$ for $t>0, \quad$ and $\quad H(0) f:=f$, have the following properties:
Theorem 3.1. (1) If $f \in C_{0}\left(\mathbb{R}^{N}\right)$, or if $f$ is a polynomial, then $e^{t \Delta_{k}} f=$ $H(t) f$ for $t \geq 0$.
(2) For each $f \in C_{b}\left(\mathbb{R}^{N}\right)$, the function $u(x, t):=H(t) f(x)$ is bounded and continuous on $\mathbb{R}^{N} \times\left[0, \infty\left[\right.\right.$ and solves the Cauchy problem $u_{t}=\Delta_{k} u$ on $\mathbb{R}^{N} \times[0, \infty[$ with $u(., 0)=f$.
(3) For each $f \in \mathscr{D}$, the function $u(x, t):=e^{t \Delta_{k}} f(x)=H(t) f(x)$ is a polynomial solution of the Cauchy problem $u_{t}=\Delta_{k} u$ on $\mathbb{R}^{N} \times[0, \infty[$ with
$u(., 0)=f$; moreover, $\tilde{u}(x, t):=e^{-t \Delta_{k}} f(x)$ solves $\tilde{u}_{t}+\Delta_{k} \tilde{u}=0$ on $\mathbb{R}^{N} \times$ $[0, \infty[$ with $\tilde{u}(., 0)=f$.

Proof. Part (1) for $f \in C_{0}\left(\mathbb{R}^{N}\right)$ and Part (2) are shown in Section 4 of [R 2]. Notice further that $e^{c \Delta_{k}}(c \in \mathbb{R})$ is well defined on $\mathscr{P}$. Proposition 2.1 of [D 3] yields in our notation that

$$
\begin{equation*}
p(x)=\int_{\mathbb{R}^{N}} \Gamma_{k}(x, y, 1 / 2)\left(e^{-\Delta_{k} / 2} p\right)(y) w_{k}(y) d y \quad \text { for } p \in \mathscr{P} \text {. } \tag{3.1}
\end{equation*}
$$

From this, Part (1) for $t=1 / 2$ follows with $f=e^{-\Delta_{k} / 2} p$. The general case $t>0$ follows by renormalization (see Lemma 2.1 of [R2]), and the case $t=0$ is trivial. This completes the proof of Part (1). Part (3) is also clear.

The solutions for the polynomial initial value problems in Theorem 3.1 (3) will be studied in Section 8. In Section 5 we will show that suitably generalized Cauchy kernels (instead of generalized heat kernels) lead to solutions of the Dirichlet problem $u_{t t}+\Delta_{k} u=0$ on $\mathbb{R}^{N} \times[0, \infty[$ with given initial data for $t=0$. We turn next to a probabilistic interpretation of the generalized heat kernels.

## 3.3. $k$-Gaussian Semigroups

For $x \in \mathbb{R}^{N}$ and $A \in \mathscr{B}\left(\mathbb{R}^{N}\right)$ put

$$
P_{t}^{\Gamma}(x, A):=\int_{A} \Gamma_{k}(x, y, t) w_{k}(y) d y \quad(t>0)
$$

and $P_{0}^{\Gamma}(x, A):=\epsilon_{x}(A)$; here $\epsilon_{x}$ denotes the point measure in $x \in \mathbb{R}^{N}$. We show that $\left(P_{t}^{\mathrm{\Gamma}}\right)_{t \geq 0}$ is a semigroup of M arkov kernels on $\mathbb{R}^{N}$ in the following sense:
(1) Each $P_{t}^{\Gamma}$ is a M arkov kernel, and for all $s, t \geq 0, x \in \mathbb{R}^{N}$, and $A \in \mathscr{B}\left(\mathbb{R}^{N}\right)$,

$$
P_{s}^{\Gamma} \circ P_{t}^{\Gamma}(x, A):=\int_{\mathbb{R}^{N}} P_{t}^{\Gamma}(z, A) P_{s}^{\Gamma}(x, d z)=P_{s+t}^{\Gamma}(x, A) .
$$

(2) The mapping $\left[0, \infty\left[\rightarrow M^{1}\left(\mathbb{R}^{N}\right)\right.\right.$, $t \mapsto P_{t}^{\Gamma}(0,$.$) , is weakly continu-$ ous.

M oreover, the semigroup has the following particular property:
(3) The D unkl transforms of the probability measures $P_{t}^{\Gamma}(x,).(t \geq 0$, $x \in \mathbb{R}^{N}$ ) satisfy

$$
P_{t}^{\Gamma}(0, .)^{\wedge}(y)=e^{-t|y|^{2}} \text { and } P_{t}^{\Gamma}(x, .)^{\wedge}(y)=K(-i x, y) \cdot P_{t}^{\Gamma}(0, .)^{\wedge}(y)
$$

$$
\text { for } y \in \mathbb{R}^{N} \text {. }
$$

For each constant $c>0,\left(P_{c t}^{\Gamma}\right)_{t \geq 0}$ is also a semigroup of M arkov kernels with the properties (1)-(3) (the explicit formula for $P_{t}^{\Gamma}(0, .)^{\wedge}$ being modified in the obviuos way); these semigroups will be called $k$-Gaussian semigroups from now on.

Proof. Part (3) is clear from Section 3.2(1), and Part (2) follows from Part (3) and Theorem 2.7. Finally, Section 3.2 ensures that for $s, t \geq 0$ and $x, z \in \mathbb{R}^{N}$, each $P_{t}^{\Gamma}$ is a M arkov kernel with

$$
\begin{aligned}
\left(P_{s}^{\Gamma} \circ P_{t}^{\Gamma}(x, .)\right)^{\wedge}(z) & =\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}} K(-i y, z) P_{t}^{\Gamma}(w, d y) P_{s}^{\Gamma}(x, d w) \\
& =\int_{\mathbb{R}^{N}} e^{-t|z|^{2}} K(-i w, z) P_{s}^{\Gamma}(x, d w) \\
& =e^{-t|z|^{2}} \cdot e^{-s|z|^{2}} \cdot K(-i x, z)=P_{s+t}^{\Gamma}(x, .)^{\wedge}
\end{aligned}
$$

Theorem 2.6(3) implies that $P_{s}^{\Gamma} \circ P_{t}^{\Gamma}=P_{s+t}^{\Gamma}$, which completes the proof of Part (1).

## 4. $k$-INVARIANT MARKOV KERNELS AND PROCESSES

In this section we first introduce general semigroups of $M$ arkov kernels that are consistent with respect to a given Dunkl transform. This consistency generalizes the classical notion of translation invariance of $M$ arkov kernels that can be recovered for $k=0$. Examples of such semigroups are the $k$-G aussian semigroups. Further examples will be studied in Section 5. For an elementary introduction to Markov kernels see, for instance, Section 36 of [ Ba ]. In the following, we fix a finite reflection group $W$ with root system $R$ and multiplicity function $k \geq 0$.
Definition 4.1. A $M$ arkov kernel $P: \mathbb{R}^{N} \times \mathscr{B}\left(\mathbb{R}^{N}\right) \rightarrow[0,1]$ is called $k$-invariant if

$$
P(x, .)^{\wedge}(y)=P(0, .)^{\wedge}(y) \cdot K(-i x, y) \quad \text { for all } x, y \in \mathbb{R}^{N}
$$

(note that we here regard $P(x,$.$) as a probability measure on \mathbb{R}^{N}$ ).
If $k=0$ and $\mu \in M^{1}\left(\mathbb{R}^{N}\right)$, then $P(x, A):=\epsilon_{x} * \mu(A)\left(x \in \mathbb{R}^{N}, A \in\right.$ $\mathscr{B}\left(\mathbb{R}^{N}\right)$ ) defines a translation invariant M arkov kernel. If $k \neq 0$, then there usually exists no associated $k$-invariant M arkov kernel $P$ with $P(0,)=.\mu$. For $N=1$ and $k>0$, there is a convolution of measures on $\mathbb{R}$ corresponding to the Dunkl transform that fails to be probability preserving; see [R1, Ros]. In general it is even unknown whether a convolution of bounded measures exists.

We next collect some basic properties of $k$-invariant $M$ arkov kernels.
Lemma 4.2. Let $P$ and $Q$ be $k$-invariant Markov kernels on $\mathbb{R}^{N}$. Then
(1) $P f(x):=\int_{\mathbb{R}^{N}} f(y) P(x, d y)$ defines a continuous linear operator on $C_{0}\left(\mathbb{R}^{N}\right)$.
(2) The composition $P \circ Q$ defined by

$$
P \circ Q(x, A)=\int_{\mathbb{R}^{N}} Q(z, A) P(x, d z)
$$

is a $k$-invariant Markov kernel on $\mathbb{R}^{N}$ with

$$
\begin{array}{r}
((P \circ Q)(x, .))^{\wedge}(y)=Q(0, .)^{\wedge}(y) \cdot P(0, .)^{\wedge}(y) \cdot K(-i x, y) \\
\text { for } x, y \in \mathbb{R}^{N} . \tag{4.1}
\end{array}
$$

(3) $\left|P(0, .)^{\wedge}(y)\right| \leq 1$ for all $y \in \mathbb{R}^{N}$.

Proof. (1) It suffices to check that $P f \in C_{0}\left(\mathbb{R}^{N}\right)$ for all $f \in C_{0}\left(\mathbb{R}^{N}\right)$. Moreover, as $\mathscr{S}\left(\mathbb{R}^{N}\right)$ is $\|.\|_{\infty}$-dense in $C_{0}\left(\mathbb{R}^{N}\right)$, it suffices to do this for Schwartz functions $f \in \mathscr{S}\left(\mathbb{R}^{N}\right)$ only. In this case, $f=\hat{g}$ for some $g \in$ $\mathscr{S}\left(\mathbb{R}^{N}\right)$ by Theorem 2.3(1). Hence, by Theorem 2.6,

$$
\begin{aligned}
P f(x) & =\int_{\mathbb{R}^{N}} \hat{g}(y) P(x, d y)=\int_{\mathbb{R}^{N}} g(y) \cdot P(x, .)^{\wedge}(y) \cdot w_{k}(y) d y \\
& =\int_{\mathbb{R}^{N}} g(y) \cdot K(x,-i y) \cdot P(0, .)^{\wedge}(y) \cdot w_{k}(y) d y \\
& =\left(g \cdot P(0, .)^{\wedge}\right)^{\wedge}(x) .
\end{aligned}
$$

As $g \cdot P(0, .)^{\wedge} \in L^{1}\left(\mathbb{R}^{N}, w_{k}\right)$, it follows from the Riemann-Lebesgue Lemma (Theorem 2.3(2)) that $P f \in C_{0}\left(\mathbb{R}^{N}\right)$, which completes the proof.
(2) Clearly, Eq. (4.1) implies that $P \circ Q$ is $k$-invariant. To prove this equation, take $x, y \in \mathbb{R}^{N}$ and observe that the $k$-invariance of $P$ and $Q$ implies that

$$
\begin{aligned}
P \circ Q(x, .)^{\wedge}(y) & =\int_{\mathbb{R}^{N}} K(-i w, y) P \circ Q(x, d w) \\
& =\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}} K(-i w, y) Q(z, d w) P(x, d z) \\
& =\int_{\mathbb{R}^{N}} Q(0, .)^{\wedge}(y) \cdot K(-i z, y) P(x, d z) \\
& =Q(0, .)^{\wedge}(y) \cdot P(0, .)^{\wedge}(y) \cdot K(-i x, y) .
\end{aligned}
$$

(3) This follows from Theorem 2.2(2).

We now turn to semigroups of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$.
Deifnition 4.3. A family $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ is called a semigroup of $k$-invariant M arkov kernels, if the following statements hold:
(1) The kernels $\left(P_{t}\right)_{t \geq 0}$ form a semigoup, i.e., $P_{s} \circ P_{t}=P_{s+t}$ for $s, t \geq 0$.
(2) The mapping $\left[0, \infty\left[\rightarrow M^{1}\left(\mathbb{R}^{N}\right)\right.\right.$, $t \rightarrow P_{t}(0,$.$) , is weakly continuous.$

We next collect some basic properties of semigroups of $k$-invariant M arkov kernels that extend the case of translation-invariant M arkov kernels on $\mathbb{R}^{N}$.

Proposition 4.4. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of k-invariant Markov kernels. Then
(1) $P_{t}(0, .)^{\wedge}(y) \neq 0$ for all $y \in \mathbb{R}^{N}$ and $t \geq 0$.
(2) $P_{0}$ is the trivial kernel (i.e., $P_{0}(x,$.$\left.) is the point measure \boldsymbol{\epsilon}_{x}\right)$.
(3) There is a unique function $\varphi \in C\left(\mathbb{R}^{N}\right)$ with $P_{t}(0, .)^{\wedge}(y)=e^{-t \varphi(y)}$ for $t \geq 0$ and $y \in \mathbb{R}^{N}$. The function $\varphi$ satisfies $\operatorname{Re} \varphi \geq 0$ and

$$
\varphi(y)=\lim _{t \downarrow 0} \frac{1}{t}\left(1-P_{t}(0, .)^{\wedge}(y)\right) \quad\left(y \in \mathbb{R}^{N}\right) .
$$

The function $\varphi$ is called the negative definite function associated with $\left(P_{t}\right)_{t \geq 0}$.
Proof. We first check part (2). As $P_{0} \circ P_{0}=P_{0}$, the continuous function $P_{0}(0, .)^{\wedge}$ only takes the values 0 and 1. As $P_{0}(0, .)^{\wedge}(0)=1$, it follows that $P_{0}(0, .)^{\wedge} \equiv 1$. The injectivity of the Dunkl transform and the $k$-invariance of $P_{0}$ now ensure that $P_{0}$ is the trivial kernel.

To prove (1), assume that $P_{t}(0,)^{\wedge}(y)=0$ for some $y \in \mathbb{R}^{N}$ and $t>0$. By (4.1), this would imply $P_{t}(0, .)^{\wedge}(y)=0$ for all $t>0$, in contradiction to Lévy's continuity theorem (Theorem 2.7) and $P_{0}(0, .)^{\wedge} \equiv 1$.
As $t \mapsto P_{t}(0, .)^{\wedge}(y)$ is continuous for all $y \in \mathbb{R}^{N}$, there exists $\varphi(y) \in \mathbb{C}$ with $e^{-t \varphi(y)}=P_{t}(0, .)^{\wedge}(y)$, where $\operatorname{Ret} \varphi(y) \geq 0$ is a consequence of Lemma 4.2(3). The limit relation for $\varphi(y)$ is also clear. Finally, the continuity of $\varphi$ follows from

$$
\left(\int_{0}^{\infty} e^{-t} \mu_{t} d t\right)^{\wedge}(y)=\int_{0}^{\infty} e^{-t} e^{-t \varphi(y)} d t=(1+\varphi(y))^{-1}
$$

and the fact that $\left(\int_{0}^{\infty} e^{-t} \mu_{t} d t\right)^{\wedge} \in C_{b}\left(\mathbb{R}^{N}\right)$ holds by Theorem 2.6(1).

Proposition 4.5. Each semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ has the following properties:
(1) For $f \in C_{0}\left(\mathbb{R}^{N}\right)$ and $t \geq 0, P_{t} f \in C_{0}\left(\mathbb{R}^{N}\right)$.
(2) If $t \geq 0$ and $f \in C_{b}\left(\mathbb{R}^{N}\right)$ with $0 \leq f \leq 1$, then $0 \leq P_{t} f \leq 1$.
(3) $P_{s} \circ P_{t}=P_{s+t}$ for $s, t \geq 0$, and $P_{0}$ is the identity kernel.
(4) $\lim _{t \rightarrow 0}\left\|P_{t} f-f\right\|_{\infty}=0$ for all $f \in C_{0}\left(\mathbb{R}^{N}\right)$.

Proof. Part (1) follows from Lemma 4.2(1); (2) and (3) are clear (cf. Proposition 4.4(2)). To prove (4), take $f \in C_{0}\left(\mathbb{R}^{N}\right)$ and $x \in \mathbb{R}^{N}$. The $k$-invariance of $P_{t}$ and Lévy's continuity theorem (Theorem 2.7) ensure that the mapping $t \rightarrow P_{t}(x,$.$) is weakly continuous at t=0$, and hence $\lim _{t \rightarrow 0} P_{t} f(x)=f(x)$ for all $x \in \mathbb{R}^{N}$. A standard argument based on the resolvents of the semigroup $\left(P_{t}\right)_{t \geq 0}$ now yields that (4) holds (see, for example, p. 115 of [W i]).

### 4.1. The Generator

As a consequence of the above proposition, each semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels acts on $C_{0}\left(\mathbb{R}^{N}\right)$ as a strongly continuous positive contraction semigroup. Therefore, by a standard fact from HilleY osida theory, the generator

$$
L f:=\lim _{t \rightarrow 0} \frac{1}{t}\left(P_{t} f-f\right)
$$

has a $\|.\|_{\|_{o}}$-dense domain in $C_{0}\left(\mathbb{R}^{N}\right)$. For later reference, we define the following extended domains of $L$ :
$D(L):=\left\{f \in C\left(\mathbb{R}^{N}\right): \frac{1}{t}\left(P_{t} f-f\right) \quad\right.$ converges uniformly on $\mathbb{R}^{N}$ for $\left.t \rightarrow 0\right\}$,
and

$$
D_{b}(L):=D(L) \cap C_{b}\left(\mathbb{R}^{N}\right), \quad D_{0}(L):=D(L) \cap C_{0}\left(\mathbb{R}^{N}\right) .
$$

Note that $D_{0}(L)$ is the domain of $L$ on $C_{0}\left(\mathbb{R}^{N}\right)$, and that $L f \in C_{0}\left(\mathbb{R}^{N}\right)$ for $f \in D_{0}(L)$.

We also remark that for $t>0$ and $x, y \in \mathbb{R}^{N}$,

$$
\begin{aligned}
P_{t} K(., i y)(x) & =P_{t}(x, .)^{\wedge}(-y)=P_{t}(0, .)^{\wedge}(-y) K(x, i y) \\
& =P_{t} K(., i y)(0) K(x, i y),
\end{aligned}
$$

and hence

$$
\begin{aligned}
\lim _{t \rightarrow 0} & \frac{1}{t}\left(P_{t} K(., i y)(x)-K(., i y)(x)\right) \\
& =\lim _{t \rightarrow 0} \frac{1}{t}\left(P_{t} K(., i y)(0)-1\right) K(x, i y)=-\varphi(y) K(x, i y)
\end{aligned}
$$

uniformly. This yields that $\left\{K(., i y): y \in \mathbb{R}^{N}\right\} \subset D_{b}(L)$ and $L(K(., i y))(x)$ $=-\varphi(y) K(x, i y)$.

We next introduce $M$ arkov processes on $\mathbb{R}^{N}$ associated with semigroups of $k$-invariant kernels.

Definition 4.6. A M arkov process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ (with filtration $\left.\left(\mathscr{F}_{t}\right)_{t \geq 0}\right)$ is called $k$-invariant, if its transition probabilities satisfy

$$
P\left(X_{s+t} \in A \mid X_{s}=x\right)=P_{t}(x, A) \quad\left(s, t \geq 0, x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right)\right)
$$

for some semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels. This process is called $k$-Gaussian, if $\left(P_{t}\right)_{t \geq 0}$ is a $k$-Gaussian semigroup in the sense of Section 3.3.
Proposition 4.5 says that $k$-invariant M arkov processes $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ have the so-called Feller-Dynkin property. The following theorem is therefore a consequence of a general theorem of Dynkin, Kinney, and Blumenthal (see, for instance, Theorem III.14.4 of [W i]).

Theorem 4.7. Each $k$-invariant Markov process on $\mathbb{R}^{N}$ admits an equivalent càdlàg version, i.e., an equivalent Markov process with almost surely right-continuous paths and limits from the left.

This result can be improved for $k$-Gaussian processes by using the fact that the associated generator $c \Delta_{k}(c>0)$ is a differential-difference operator. We need some preparation. Let $R$ be a root system of the finite reflection group $W$ acting on $\mathbb{R}^{N}$. For each $\alpha \in R$ let $H_{\alpha}$ be the hyperplane orthogonal to $\alpha$. Fix a W eyl chamber $C$ of $W$, i.e, any connected component of $\mathbb{R}^{N} \backslash \bigcup_{\alpha \in R} H_{\alpha}$. The closure $\bar{C}$ of $C$ in $\mathbb{R}^{N}$ is called a fundamental domain of $W$ and can be identified with the space of all $W$-orbits on $\mathbb{R}^{N}$ in the obvious way (where the latter space carries the quotient topology); see Section 1.12 of [ Hu ]. U sing the canonical projection

$$
\begin{equation*}
p: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N} / W \cong \bar{C}, \tag{4.2}
\end{equation*}
$$

we first make the following observation:
Lemma 4.8. (1) Let $P$ be a k-invariant Markov kernel on $\mathbb{R}^{N}$ with $P(0, A)=P(0, g(A))$ for all $g \in W, A \in \mathscr{B}\left(\mathbb{R}^{N}\right)$. Then $P$ is $W$-invariant, i.e.,

$$
P(g(x), g(A))=P(x, A) \quad \text { for all } g \in W, x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right)
$$

(2) Let $\left(X_{t}\right)_{t \geq 0}$ be a k-invariant Markov process on $\mathbb{R}^{N}$ such that its associated semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant Markov kernels is $W$-invariant. Then the projection $\left(p\left(X_{t}\right)\right)_{t \geq 0}$ is a Markov process on $\mathbb{R}^{N} / W \cong \bar{C}$; the associated semigroup of Markov kernels is given by
$\tilde{P}_{t}(p(x), B):=P_{t}\left(x, p^{-1}(B)\right) \quad$ for $x \in \mathbb{R}^{N}$ and $B \subset \mathbb{R}^{N} / W$ a Borel set.
Proof. (1) The $W$-invariance of $P(0,$.$) , together with the fact that$ $K(g(u), g(v))=K(u, v)$ for all $u, v \in \mathbb{R}^{N}$ and $g \in W$ (Th. 2.2(4)), yields that $P(0, .)^{\wedge}(g(y))=P(0, .)^{\wedge}(y)$ for all $g \in W, y \in \mathbb{R}^{N}$. Fix $g \in W$ and $x \in \mathbb{R}^{N}$. Using $P(g(x), g())=.g^{-1}(P(g(x),)$.$) , we conclude that$

$$
\begin{aligned}
P(g(x), g(.))^{\wedge}(y) & =\left(g^{-1}(P(g(x), .))\right)^{\wedge}(y) \\
& =\int_{\mathbb{R}^{N}} K\left(-i g^{-1}(z), y\right) P(g(x), d z) \\
& =\int_{\mathbb{R}^{N}} K(-i z, g(y)) P(g(x), d z) \\
& =K(-i g(x), g(y)) \cdot P(0, .)^{\wedge}(g(y)) \\
& =K(-i x, y) \cdot P(0, .)^{\wedge}(y)=P(x, .)^{\wedge}(y)
\end{aligned}
$$

The injectivity of the Dunkl transform now completes the proof.
(2) The $W$-invariance of $\left(P_{t}\right)_{t \geq 0}$ ensures that $\tilde{P}_{t}$ is in fact well defined. M oreover, it is clear that $P_{t}(p(x),$.$) defines a probability measure$ on $\mathbb{R}^{N} / W \cong \bar{C}$ for each $x \in \mathbb{R}^{N}$, and that for each Borel set $B \subset \mathbb{R}^{N} / W$, the mapping $\mathbb{R}^{N} / W \cong \bar{C} \rightarrow[0,1], z \rightarrow \tilde{P}_{t}(z, B)$ is Borel measurable. Now consider the canonical filtration $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ associated with the process $\left(X_{t}\right)_{t \geq 0}$, and take $s, t \geq 0$ and a Borel set $B \subset \mathbb{R}^{N} / W$. Then

$$
\begin{aligned}
\tilde{P}_{t}\left(p\left(X_{s}\right), B\right) & =P_{t}\left(X_{s}, p^{-1}(B)\right)=P\left(X_{s+t} \in p^{-1}(B) \mid \mathscr{F}_{s}\right) \\
& =P\left(p\left(X_{s+t}\right) \in B \mid \mathscr{F}_{s}\right)
\end{aligned}
$$

almost surely; see, for instance, 42.3 in [Ba]. In particular, the conditional probability $P\left(p\left(X_{s+t}\right) \in B \mid \mathscr{F}_{s}\right)$ is $p\left(X_{s}\right)$-measurable. As the filtration $\left(\tilde{\mathscr{T}}_{t}\right)_{t \geq 0}$ associated with the process $\left(p\left(X_{t}\right)\right)_{t \geq 0}$ satisfies $\tilde{\mathscr{F}}_{t} \subset \mathscr{F}_{t}$ for $t \geq 0$, it follows that

$$
P\left(p\left(X_{s+t}\right) \in B \mid \tilde{\mathscr{F}}_{s}\right)=P\left(p\left(X_{s+t}\right) \in B \mid p\left(X_{s}\right)\right)=\tilde{P}_{t}\left(p\left(X_{s}\right), B\right)
$$

almost surely, which completes the proof.
Remark 4.9. The $k$-Gaussian kernels of Section 3 are obviously $W$-invariant. M oreover, all semigroups $\left(Q_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ constructed via subordination (see Section 5 below) from a semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$ - and $W$-invariant kernels are also $W$-invariant.

Theorem 4.10. Each $k$-Gaussian process on $\mathbb{R}^{N}$ admits an equivalent $k$-Gaussian process $\left(X_{t}\right)_{t \geq 0}$ with the càdlàg property. The projection $\left(p\left(X_{t}\right)\right)_{t \geq 0}$ of this process on $\mathbb{R}^{N} / W \cong \bar{C}$ has almost surely continuous paths.

Proof. In view of Theorem 4.7, it suffices to check that $\left(p\left(X_{t}\right)\right)_{t \geq 0}$ is a.e. continuous. Our proof follows the exposition in Section III. 28 of [W i]. R emember that $\left(p\left(X_{t}\right)\right)_{t \geq 0}$ is a M arkov process on $\mathbb{R}^{N} / W \cong \bar{C}$ by Lemma 4.8. The generator of the associated semigroup $\left(P_{t}\right)_{t \geq 0}$ acting on $C_{0}(\bar{C})$ is given, up to a constant, by

$$
\begin{equation*}
L_{k} f=\Delta f+2 \sum_{\alpha \in R_{+}} k(\alpha) \frac{\langle\nabla f(x), \alpha\rangle}{\langle\alpha, x\rangle} \tag{4.3}
\end{equation*}
$$

with domain

$$
\begin{equation*}
C_{0, W}^{2}(\bar{C}):=\left\{f \in C_{0}^{2}(\bar{C}):\langle\nabla f(x), \alpha\rangle=0 \text { for } x \in H_{\alpha} \cap \bar{C}, \alpha \in R_{+}\right\} \tag{4.4}
\end{equation*}
$$

(notice that $L_{k}$ coincides with the restriction of the Dunkl Laplacian to $W$-invariant functions in $C_{0}^{2}\left(\mathbb{R}^{N}\right)$ ). The local form of $L_{k}$ yields readily that

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{1}{t} \sup _{x \in K} \tilde{P}_{t}\left(x, \bar{C} \backslash U_{\epsilon}(x)\right)=0 \tag{4.5}
\end{equation*}
$$

for all compacta $K \subset \bar{C}$ and all $\epsilon$-balls $U_{\epsilon}(x)$ around $x$ with $\epsilon>0$; see, for instance, Theorem 3.9' of [D y]. This implies that for all compacta $K \subset \bar{C}$
and all $\epsilon, u>0$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P\left(\bigcup _ { k = 0 } ^ { n - 1 } \left\{\left|p\left(X_{k u / n}\right)-p\left(X_{(k+1) u / n}\right)\right|>\epsilon\right.\right. \text { and } \\
& \left.\left.\qquad X_{s} \in K \text { for } s \in[0, u]\right\}\right)=0 .
\end{aligned}
$$

Together with the càdlàg property of $\left(p\left(X_{t}\right)\right)_{t \geq 0}$, this implies the almost sure continuity.

In the end of this section we consider the projection $\left(\left|X_{t}\right|\right)_{t \geq 0}$ on $[0, \infty[$ for a $k$-Gaussian càdlàg process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ with generator $\Delta_{k} / 2$ (without loss of generality). The process $\left(\left|X_{t}\right|\right)_{t \geq 0}$ has continuous paths by Theorem 4.10. M oreover, we shall see that this process is a Bessel process of index $\alpha:=\gamma+N / 2-1 \geq-1 / 2$. For this, we first recapitulate that a Bessel process $\left(B_{t}^{\alpha}\right)_{t \geq 0}$ on $[0, \infty[$ of index $\alpha>-1$ is a M arkov process with continuous paths and with the transition probabilities

$$
P\left(B_{t+s}^{\alpha} \in A \mid B_{s}^{\alpha}=x\right)=P_{t}^{\alpha}(x, A)
$$

$$
\begin{equation*}
:=\frac{2}{(2 t)^{\alpha+1} \Gamma(\alpha+1)} \int_{A} j_{\alpha}(i x y / t) e^{-\left(x^{2}+y^{2}\right) / 2 t} y^{2 \alpha+1} d y \tag{4.6}
\end{equation*}
$$

for $t>0, s, x \geq 0$, and $A \subset[0, \infty[$ a B orel set. We also notice here that the generator of the semigroup of M arkov kernels $\left(P_{t}^{\alpha}\right)_{t \geq 0}$ on $[0, \infty[$ in (4.6) is given by the Bessel differential operator,

$$
\begin{equation*}
L^{\alpha} f:=\frac{1}{2}\left(f^{\prime \prime}+\frac{2 \alpha+1}{x} f^{\prime}\right) \quad\left(f \in C ^ { 2 } \left(\left[0, \infty[), f^{\prime}(0)=0\right) .\right.\right. \tag{4.7}
\end{equation*}
$$

For details on Bessel processes we refer to Section XI. 1 of $[R \mathrm{ev}-\mathrm{Y}$ ]. In particular, the following result is well known for $k=0$ :

Theorem 4.11. If $\left(X_{t}\right)_{t \geq 0}$ is a $k$-Gaussian càdlàg process on $\mathbb{R}^{N}$ with generator $\Delta_{k} / 2$, then $\left(\left|X_{t}\right|\right)_{t \geq 0}$ is a Bessel process of index $\gamma+N / 2-1 \geq$ $-1 / 2$.

Proof. Let $x \in \mathbb{R}^{N}, 0 \leq a \leq b$, and $A:=\left\{z \in \mathbb{R}^{N}: a \leq|z| \leq b\right\}$. Then, by use of Eq. (2.6), the transition probabilities $P_{t / 2}^{\Gamma}(x, A)$ of $\left(X_{t}\right)_{t \geq 0}$ satisfy

$$
\begin{aligned}
P_{t / 2}^{\Gamma}(x, A)= & \int_{A} \Gamma_{k}(x, y, t / 2) w_{k}(y) d y \\
= & \frac{c_{k}}{(2 t)^{\gamma+N / 2}} \int_{A} e^{-\left(|x|^{2}+|y|^{2}\right) / 2 t} K(x / t, y) w_{k}(y) d y \\
= & \frac{c_{k}}{(2 t)^{\gamma+N / 2}} \int_{a}^{b}\left(\int_{S^{N-1}} K(x / t, r z) w_{k}(z) d \sigma(z)\right) \\
& \times e^{-\left(|x|^{2}+r^{2}\right) / 2 t} r^{2 \gamma+N-1} d r \\
= & \frac{2}{(2 t)^{\gamma+N / 2} \Gamma(\gamma+N / 2)} \\
& \times \int_{a}^{b} j_{\gamma+N / 2-1}(i|x| r / t) e^{-\left(|x|^{2}+r^{2}\right) / 2 t} r^{2 \gamma+N-1} d r .
\end{aligned}
$$

This in particular ensures that $P_{t / 2}^{\Gamma}(x, A)$ depends on $|x|$ only, and the assertion follows readily.

## 5. SUBORDINATION AND CAUCHY KERNELS

In this section we construct some examples of $k$-invariant M arkov kernels from the $k$-Gaussian semigroup of Section 3.3 by subordination. This principle is based on convolution semigroups of probability measures on the group ( $\mathbb{R},+$ ) that are supported by $[0, \infty[$; it leads from a given semigroup of kernels with certain algebraic properties to a new one with the same algebraic properties. In the related setting of translation invariant kernels on locally compact abelian groups, this principle is worked out very clearly in Section 9 of [Be-Fo]. The most prominent example of an underlying subordinating semigroup is given by the Poisson semigroup

$$
\begin{equation*}
\left(p_{t}:=\sum_{k=0}^{\infty} e^{-t} \frac{t^{k}}{k!} \cdot \epsilon_{k}\right)_{t \geq 0} \tag{5.1}
\end{equation*}
$$

To describe the construction, fix a convolution semigroup $\left(\mu_{t}\right)_{t \geq 0}$ of probability measures on the group ( $\mathbb{R},+$ ) (in the sense of $[\mathrm{Be}-\mathrm{Fo}]$ ), which is supported by $\left[0, \infty\left[\right.\right.$. The Laplace transforms $\mathscr{L} \mu_{t}(x):=\int_{0}^{\infty} e^{-x s} d \mu_{t}(s)$ ( $\mathrm{Re} x \geq 0$ ) of $\mu_{t}$ can be written as

$$
\mathscr{L} \mu_{t}(x)=e^{-t f(x)} \quad(t \geq 0, \operatorname{Re} x \geq 0)
$$

with a unique function $f \in C\left(\left[0, \infty[) \cap C^{\infty}(] 0, \infty[)\right.\right.$. It is well known (see Section 9 of $[\mathrm{Be}-\mathrm{Fo}]$ ) that a function $f:[0, \infty[\rightarrow \mathbb{R}$ is a Bernstein function, i.e., $f \geq 0$ and $(-1)^{n} D^{n} f \leq 0$ for all $n \geq 1$, if and only if $f$ is connected with some convolution semigroup $\left(\mu_{t}\right)_{t \geq 0}$ of probability measures on the group ( $\mathbb{R},+$ ), supported by $[0, \infty[$, as described above. This leads to the following result:

Proposition 5.1. Let $\left(\mu_{t}\right)_{t \geq 0}$ and the Bernstein function $f$ be related as above. If $\left(P_{t}\right)_{t \geq 0}$ is a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ with negative definite function $\varphi$, then

$$
Q_{t}(x, A):=\int_{0}^{\infty} P_{s}(x, A) d \mu_{t}(s)
$$

defines a semigroup $\left(Q_{t}\right)_{t \geq 0}$ of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ with negative definite function $f \circ \varphi$. We say that $\left(Q_{t}\right)_{t \geq 0}$ is obtained from $\left(P_{t}\right)_{t \geq 0}$ by subordination with respect to $\left(\mu_{t}\right)_{t \geq 0}$.

Proof. For each $t \geq 0$, the kernel $Q_{t}$ is a M arkov kernel on $\mathbb{R}^{N}$ with

$$
\begin{aligned}
Q_{t}(x, .)^{\wedge}(y) & =\int_{0}^{\infty} P_{s}(x, .)^{\wedge}(y) d \mu_{t}(s) \\
& =K(-i x, y) \cdot \int_{0}^{\infty} P_{s}(0, .)^{\wedge}(y) d \mu_{t}(s) \\
& =K(-i x, y) \cdot Q_{t}(0, .)^{\wedge}(y)
\end{aligned}
$$

and

$$
\begin{aligned}
Q_{t}(0, .)^{\wedge}(y) & =\int_{0}^{\infty} P_{s}(0, .)^{\wedge}(y) d \mu_{t}(s)=\int_{0}^{\infty} e^{-s \varphi(y)} d \mu_{t}(s) \\
& =\left(\mathscr{L} \mu_{t}\right)(\varphi(y))=e^{-t f(\varphi(y))} .
\end{aligned}
$$

Together with Theorem 2.7 and the injectivity of the Dunkl transform, this immediately leads to the assertion.

Examples 5.2. (1) The Poisson semigroup $\left(p_{t}\right)_{t \geq 0}$ of Eq. (5.1) is associated with the Bernstein function $f(x)=1-e^{-x}$. If $P$ is any $k$-invariant $M$ arkov kernel on $\mathbb{R}^{N}$, then

$$
\begin{aligned}
& Q_{t}(x, A):=\sum_{k=0}^{\infty} P^{(k)}(x, A) \cdot \frac{e^{-t} t^{k}}{k!} \\
& \text { with } P^{(k)}=P \circ P^{(k-1)}, P^{(0)}(x, .)=\epsilon_{x}
\end{aligned}
$$

defines a semigroup of $k$-invariant M arkov kernels with negative definite function $\varphi(x)=1-P(0, .)^{\wedge}(x)$.
(2) The function $f(x)=x^{\alpha}$ is a Bernstein function for $\alpha \in[0,1]$. $U$ sing the negative definite function $x \mapsto|x|^{2}$ on $\mathbb{R}^{N}$ associated with the $k$-Gaussian kernels $\left(P_{t}^{\Gamma}\right)_{t \geq 0}$, we obtain from Proposition 5.1 and a time rescaling that for all $\alpha \in[0,1]$ and $c>0$,

$$
\varphi_{c, \alpha}(x):=c \cdot|x|^{2 \alpha}
$$

is the negative definite function of a semigroup of $k$-invariant M arkov kernels.
(3) If one takes $\alpha=1 / 2$ above, then the one-sided convolution semigroup $\left(\mu_{t}\right)_{t \geq 0}$ on $(\mathbb{R},+)$ associated with the Bernstein function $f(x)=x^{1 / 2}$ is given by

$$
d \mu_{t}(s)=\frac{1}{\sqrt{4 \pi}} \cdot t s^{-3 / 2} e^{-t^{2} / 4 s} d s \quad(s>0)
$$

(see Section 9 of [Be-Fo]). By Proposition 5.1, the kernels $Q_{t}$ associated with the negative definite function $\varphi(x)=|x|$ are given by

$$
Q_{t}(x, A)=\int_{A} c^{k}(x, y, t) w_{k}(y) d y
$$

with

$$
\begin{align*}
c^{k}(x, y, t): & \int_{0}^{\infty} \Gamma_{k}(x, y, s) d \mu_{t}(s) \\
= & \frac{c_{k} t}{4^{\gamma+N / 2} \sqrt{4 \pi}} \int_{0}^{\infty} e^{-t^{2} / 4 s} s^{-(\gamma+(N+3) / 2)} e^{-\left(|x|^{2}+|y|^{2}\right) / 4 s} \\
& \times K\left(\frac{x}{2 s}, y\right) d s \tag{5.2}
\end{align*}
$$

where the weight function $w_{k}$ and the constants $\gamma, c_{k}$ are given as in Section 2.1. In particular, for $x=0, c^{k}(x, y, t)$ can be computed explicitly by using the substitution $r=\left(t^{2}+|y|^{2}\right) / 4 s$ and the Gamma-integral:

$$
\begin{align*}
c^{k}(0, y, t) & =\frac{c_{k} t}{4^{\gamma+N / 2} \sqrt{4 \pi}} \cdot \int_{0}^{\infty} s^{-(\gamma+(N+3) / 2)} \cdot e^{-t^{2} / 4 s} \cdot e^{-|y|^{2} / 4 s} d s \\
& =\frac{c_{k} t}{4^{\gamma+N / 2} \sqrt{4 \pi}} \cdot \int_{0}^{\infty} e^{-r} r^{\gamma+(N-1) / 2}\left(\frac{4}{t^{2}+|y|^{2}}\right)^{\gamma+(N+1) / 2} d r \\
& =\frac{c_{k} \Gamma(\gamma+(N+1) / 2)}{\sqrt{\pi}} \cdot \frac{t}{\left(t^{2}+|y|^{2}\right)^{\gamma+(N+1) / 2}} \tag{5.3}
\end{align*}
$$

H aving the classical case $k=0$ in mind, we call the probability measures

$$
\begin{equation*}
d C_{t}^{k}(y):=c^{k}(0, y, t) w_{k}(y) d y \tag{5.4}
\end{equation*}
$$

$k$-Cauchy distributions on $\mathbb{R}^{N}$, and $c^{k}$ the $k$-Cauchy kernel. M oreover, a $M$ arkov process on $\mathbb{R}^{N}$ is called a $k$-Cauchy process, if its transition probabilities are associated with the semigroup $\left(Q_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels above.

Proposition 5.1 has an interpretation on the level of $k$-invariant M arkov processes. In fact, the following result is a special case of Section X. 7 in [F e]:
Remark 5.3. Let $\left(\mu_{t}\right)_{t \geq 0}$ be a convolution semigroup on ( $\mathbb{R},+$ ) supported by $\left[0, \infty\left[\right.\right.$. Consider the associated càdlàg process $\left(T_{t}\right)_{t \geq 0}$ defined on some probability space $(\Omega, \mathscr{A}, P)$ with state space $[0, \infty[$ and with independent, stationary, and nonnegative increments. A ssume also that $T_{0} \equiv 0$. M oreover, let $\left(X_{t}\right)_{t \geq 0}$ be a $k$-invariant M arkov process on the same space $(\Omega, \mathscr{A}, P)$, which is independent of $\left(T_{t}\right)_{t \geq 0}$ and also has the càdlàg property. Denote the semigroup of $k$-invariant kernels associated with $\left(X_{t}\right)_{t \geq 0}$ by $\left(P_{t}\right)_{t \geq 0}$. Then the stochastic process $\left(Y_{t}\right)_{t \geq 0}$ on $(\Omega, \mathscr{A}, P)$ with

$$
Y_{t}(\omega):=X_{T_{t}(\omega)}(\omega) \quad(t \geq 0, \omega \in \Omega)
$$

is a $k$-invariant M arkov process on $\mathbb{R}^{N}$ with the càdlàg property and with the same initial distribution as $\left(X_{t}\right)_{t \geq 0}$. M oreover, this process is associated with the semigroup of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ that is obtained from $\left(P_{t}\right)_{t \geq 0}$ by subordination with respect to $\left(\mu_{t}\right)_{t \geq 0}$.

Example 5.4. Let $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ be a filtration on some probability space $(\Omega, \mathscr{A}, P)$. Let $\left(B_{t}\right)_{t \geq 0}$ be a $\left(\mathscr{F}_{t}\right)_{t \geq 0}$-Brownian motion on $\mathbb{R}$ (in the classical sense and with continuous paths). It is well known (see, for instance, Section 50 of [Ba]) that the stopping times

$$
T_{t}(\omega):=\inf \left\{\tau \geq 0: B_{\tau} \geq t\right\} \quad(t \geq 0)
$$

form a process $\left(T_{t}\right)_{t \geq 0}$ on $\left[0, \infty\left[\right.\right.$ with $T_{0}=0$ and independent, stationary, and nonnegative increments; the associated convolution semigroup $\left(\mu_{t}\right)_{t \geq 0} \subset M^{1}\left(\left[0, \infty[)\right.\right.$ is given by $\mu_{0}=\epsilon_{0}$ and

$$
d \mu_{t}(s)=\frac{t}{\sqrt{2 \pi} \cdot s^{3 / 2}} \cdot e^{-t^{2} / 2 s} d s \quad(s, t>0)
$$

Now let $\left(X_{t}\right)_{t \geq 0}$ be a $k$-G aussian M arkov process on $\mathbb{R}^{N}$ with filtration $\left(\mathscr{T}_{t}\right)_{t \geq 0}$. A ssume that $\left(X_{t}\right)_{t \geq 0}$ has the càdlàg property and is independent of $\left(B_{t}\right)_{t \geq 0}$. Remark 5.3 and Example 5.2(3) show that

$$
Y_{t}(\omega):=X_{T_{t}(\omega)}(\omega) \quad(t \geq 0, \omega \in \Omega)
$$

defines a $k$-Cauchy process $\left(Y_{t}\right)_{t \geq 0}$ on $(\Omega, \mathscr{A}, P)$ with values in $\mathbb{R}^{N}$.

We next turn to the connection between $k$-Cauchy kernels $c^{k}$ and the Laplace-type equation $\left(\Delta_{k}+\partial_{t}^{2}\right) u=0$ on the upper half space $\mathbb{R}^{N} \times[0, \infty[$. We start with the following observation:

Lemma 5.5. The $k$-Cauchy kernel $c^{k}$ satisfies $\left(\Delta_{k}^{y}+\partial_{t}^{2}\right) c^{k}(x, y, t)=0$ for $x, y \in \mathbb{R}^{N}, t>0$.

Proof. The negative definite function of the $k$-Cauchy semigroup is given by $\varphi(x)=|x|$ for $x \in \mathbb{R}^{N}$. Therefore, Proposition 5.1 and the inversion formula (Theorem 2.3(3)) imply that

$$
\begin{equation*}
c^{k}(x, y, t)=\frac{c_{k}^{2}}{4^{\gamma+N / 2}} \int_{\mathbb{R}^{N}} K(-i x, z) K(i y, z) e^{-t|z|} w_{k}(z) d z \tag{5.5}
\end{equation*}
$$

The lemma now follows from $\Delta_{k}^{y} K(i y, z)=-|z|^{2} \cdot K(i y, z)$ and interchanging ( $\Delta_{k}^{y}+\partial_{t}^{2}$ ) with the integration in (5.5). The latter is justified by the decay properties of the integrand and its derivatives, which allow application of the dominated convergence theorem. (Note that by Theorem 2.2(2), $\left|\partial_{y}^{\nu} K(i y, z)\right| \leq|z|^{|\nu|}$ for all multi-indices $\nu$.)
Theorem 5.6. For each function $f \in C_{b}\left(\mathbb{R}^{N}\right)$, the function $u$ given by

$$
\begin{align*}
u(x, t) & =\left(Q_{t} f\right)(x) \\
& := \begin{cases}\int_{\mathbb{R}^{N}} c^{k}(x, y, t) f(y) w_{k}(y) d y & \text { for } t>0, x \in \mathbb{R}^{N} \\
f(x) & \text { for } t=0, x \in \mathbb{R}^{N}\end{cases} \tag{5.6}
\end{align*}
$$

is a $C_{b}\left(\mathbb{R}^{N} \times\left[0, \infty[) \cap C^{2}\left(\mathbb{R}^{N} \times\right] 0, \infty[)\right.\right.$-solution of the Cauchy problem $u_{t t}+\Delta_{k} u=0$ on $\left.\mathbb{R}^{N} \times\right] 0, \infty[$.

Proof. To check $u \in C^{2}\left(\mathbb{R}^{N} \times\right] 0, \infty[)$ with $u_{t t}+\Delta_{k} u=0$, we have only to make sure that the necessary differentiations of $u$ may be carried out under the integral in (5.6). For this we again employ Theorem 2.2(2) together with the representation (5.5) of the Cauchy densities $c^{k}$. This ensures that the derivatives of $c^{k}$ are sufficiently fast decaying, the dominated converge theorem now allows the necessary differentiations of $u$ under the integral. M oreover, the positivity and normalization of $c^{k}$ (see Example 5.2(3)) imply that $u$ is bounded with $\|u\|_{\infty, \mathbb{R}^{N} \times[0, \alpha[ } \leq\|f\|_{\infty, \mathbb{R}^{N}}$.
Finally, we have to show that $Q_{t} f(x) \rightarrow f(\xi)$ for $x \rightarrow \xi$ and $t \rightarrow 0$. U sing representation (5.2) for $c^{k}$, we express $Q_{t}$ by means of the heat operators $H(t)$ of Section 3.2 as $Q_{t} f(x)=\int_{0}^{\infty} H(s) f(x) d \mu_{t}(s)$, where $\left(\mu_{t}\right)_{t \geq 0}$ is the convolution semigroup of Example 5.2(3). Hence,

$$
\left|Q_{t} f(x)-f(\xi)\right| \leq \int_{0}^{\infty}|H(s) f(x)-f(\xi)| d \mu_{t}(s)
$$

Now fix $\epsilon>0$. The continuity of $(x, s) \mapsto H(s) f(x)$ on $\mathbb{R}^{N} \times[0, \infty[$ from Theorem 3.1(2) leads to some $\delta>0$ with $|H(s) f(x)-f(\xi)| \leq \epsilon$ for $0<s<\delta$ and $|x-\xi|<\delta$. Hence, for $|x-\xi|<\delta$,

$$
\begin{aligned}
\left|Q_{t} f(x)-f(\xi)\right| & \leq \epsilon+\int_{\delta}^{\infty}|H(s) f(x)-f(\xi)| d \mu_{t}(s) \\
& \leq \epsilon+2\|f\|_{\infty} \cdot \mu_{t}([\delta, \infty[) .
\end{aligned}
$$

A s $\lim _{t \rightarrow 0} \mu_{t}([\delta, \infty[)=0$, this completes the proof.

## 6. MARTINGALE CHARACTERIZATIONS OF $k$-INVARIANT MARKOV PROCESSES

In this section we construct some martingales related with $k$-invariant M arkov processes and show that $k$-invariant M arkov processes appear as unique solutions of certain martingale problems in the sense of Stroock and V aradhan [S-V]. Parts of this section may be skipped by readers not familiar with stochastic integration.

O ur first result is well known for processes with independent, stationary increments:

Proposition 6.1. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$. Then an arbitrary stochastic process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ is a Markov process related with $\left(P_{t}\right)_{t \geq 0}$ if and only if

$$
\begin{equation*}
\left(\frac{1}{P_{t}(0, .)^{\wedge}(-\lambda)} \cdot K\left(X_{t}, i \lambda\right)\right)_{t \geq 0} \tag{6.1}
\end{equation*}
$$

is a martingale for each $\lambda \in \mathbb{R}^{N}$.
Moreover, if $\left(X_{t}\right)_{t \geq 0}$ is a $k$-Gaussian process on $\mathbb{R}^{N}$ with negative definite function $\varphi(\lambda)=|\lambda|^{2}$ and $X_{0}=0$ almost surely, then $\left(K\left(X_{t}, \lambda\right) \cdot e^{-|\lambda|^{2} t}\right)_{t \geq 0}$ is a martingale for each $\lambda \in \mathbb{R}^{N}$.

Proof. Notice first that the semigroup $\left(P_{t}\right)_{t \geq 0}$ satisfies $P_{t}(x, .)^{\wedge}(y) \neq 0$ for all $t \geq 0$ and $x, y \in \mathbb{R}^{N}$; see Proposition 4.4(1). This ensures that the processes above are well defined. Let $(\Omega, \mathscr{A}, P)$ be the probability space on which the process $\left(X_{t}\right)_{t \geq 0}$ is defined.

To check the only-if past, take $s, t \geq 0$ and $\lambda \in \mathbb{R}^{N}$. Then for almost all $\omega \in \Omega$,

$$
\begin{aligned}
E\left(K\left(X_{s+t}, i \lambda\right) \mid \mathscr{F} s\right)(\omega) & =E\left(K\left(X_{s+t}, i \lambda\right) \mid X_{s}\right)(\omega) \\
& =\int_{\mathbb{R}^{N}} K(x, i \lambda) P_{t}\left(X_{s}(\omega), d x\right) \\
& =\hat{\delta}_{X_{s}(\omega)}(-\lambda) \cdot P_{t}(0, .)^{\wedge}(-\lambda) \\
& =K\left(X_{s}(\omega), i \lambda\right) \cdot P_{t}(0, .)^{\wedge}(-\lambda) .
\end{aligned}
$$

Hence, as $P_{s+t}(0, .)^{\wedge}=P_{s}(0, .)^{\wedge} \cdot P_{t}(0, .)^{\wedge}$, the process (6.1) is a martingale.
To check the if past, take again $s, t \geq 0$ and $\lambda \in \mathbb{R}^{N}$. Then, by our assumption,

$$
E\left(K\left(X_{s+t}, i \lambda\right) \mid \mathscr{F}_{s}\right)=P_{t}(0, .)^{\wedge}(-\lambda) \cdot K\left(X_{s}, i \lambda\right) \quad \text { a.s. }
$$

Now take $F \in \mathscr{F}_{s}$ with $P(F)>0$. Define the probability measure $P_{F}$ on $(\Omega, \mathscr{A})$ by $P_{F}(A):=P(F)^{-1} \cdot P(A \cap F)$. The distributions $\mu_{s}^{F}, \mu_{s+t}^{F} \in$ $M^{1}\left(\mathbb{R}^{N}\right)$ of $X_{s}$ and $X_{s+t}$, respectively, under $P_{F}$ satisfy

$$
\begin{aligned}
\left(\hat{\mu}_{s+t}^{F}\right)^{\wedge}(-\lambda) & =\int_{\mathbb{R}^{N}} K(y, i \lambda) d \mu_{s+t}^{F}(y)=\frac{1}{P(F)} \int_{F} K\left(X_{s+t}, i \lambda\right) d P \\
& =\frac{1}{P(F)} \int_{F} E\left(K\left(X_{s+t}, i \lambda\right) \mid \mathscr{F}\right) d P \\
& =\frac{1}{P(F)} \int_{F} P_{t}(0, .)^{\wedge}(-\lambda) \cdot K\left(X_{s}, i \lambda\right) d P \\
& =P_{t}(0, .)^{\wedge}(-\lambda) \cdot\left(\mu_{s}^{F}\right)^{\wedge}(-\lambda)=\left(P_{t} \circ \mu_{s}^{F}\right)^{\wedge}(-\lambda) .
\end{aligned}
$$

A $s$ this holds for all $\lambda \in \mathbb{R}^{N}$, the injectivity (Theorem 2.6(3)) of the Dunkl tranform yields that $\mu_{s+t}^{F}=P_{t} \circ \mu_{s}^{F}$. Hence, for each Borel set $B \subset \mathbb{R}^{N}$ and each $F \in \mathscr{F}_{s}$,

$$
\begin{aligned}
\int_{F} 1_{\left\{X_{s+t} \in B\right\}} d P & =P\left(\left\{X_{s+t} \in B\right\} \cap F\right)=P(F) \cdot \mu_{s+t}^{F}(B) \\
& =P(F) \cdot\left(P_{t} \circ \mu_{s}^{F}\right)(B)=\int_{F} P_{t}\left(X_{s}(\omega), B\right) d P(\omega) .
\end{aligned}
$$

A s $\omega \mapsto P_{t}\left(X_{s}(\omega), B\right)$ is $\sigma\left(X_{s}\right)$-measurable, and as $\mathscr{F}_{s} \supset \sigma\left(X_{s}\right)$, we obtain that $P\left(X_{s+t} \in B \mid \mathscr{F}_{s}\right)=P\left(X_{s+t} \in B \mid X_{s}\right)=P_{t}\left(X_{s}, B\right)$ a.e. for all Borel sets $B \subset \mathbb{R}^{N}$. Hence, $X$ is a $k$-invariant M arkov process associated with $\left(P_{t}\right)_{t \geq 0}$, as claimed.

Finally, if $\left(X_{t}\right)_{t \geq 0}$ is $k$-Gaussian with $X_{0}=0$ a.s., then the random variables $K\left(X_{t}, \lambda\right)$ are integrable for all $t \geq 0$ and $\lambda \in \mathbb{R}^{N}$; see Theorem 2.2(2). The computation at the beginning of this proof (with $i \lambda$ instead of $\lambda$ ) yields the last statement of the proposition.

We next employ the negative definite function $\varphi$ of a semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant kernels to rewrite Proposition 6.1. The proof will be based on Ito's stochastic integration by parts; for stochastic integration with respect to semimartingales, see $[\mathrm{K}-\mathrm{S}, \mathrm{W}-\mathrm{W}, \mathrm{W} \mathrm{i}$ ].

Lemma 6.2. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ with negative definite function $\varphi \in C\left(\mathbb{R}^{N}\right)$, and let $\left(X_{t}\right)_{t \geq 0}$ be a càdlàg process on $\mathbb{R}^{N}$. Then, for each $\lambda \in \mathbb{R}^{N}$, the $\mathbb{C}$-valued process $\left(\left(P_{t}(0, .)^{\wedge}(-\lambda)\right)^{-1} . K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a martingale if and only if the process

$$
\left(X_{t}^{\lambda}:=K\left(X_{t}, i \lambda\right)+\varphi(-\lambda) \cdot \int_{0}^{t} K\left(X_{s}, i \lambda\right) d s\right)_{t \geq 0}
$$

is a martingale.
Proof. As $|K(x, i \lambda)| \leq 1$ for $x, \lambda \in \mathbb{R}^{N}$ by Theorem 2.2(2), both processes of the lemma are uniformly and $L^{2}$-bounded on compact time intervals. Hence each of them is a martingale if and only if it is a local $L^{2}$-martingale (see, for instance, Proposition 4.2.3 of [W-W ]).

A ssume now that $\left(\left(P_{t}(0, .)^{\wedge}(-\lambda)\right)^{-1} \cdot K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a martingale and hence a local $L^{2}$-martingale. Then $\left(K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a semimartingale. Integration by parts for $K\left(X_{t}, i \lambda\right) e^{t \varphi(-\lambda)}$, together with $\left[t, K\left(X_{t}, i \lambda\right)\right]=0$ for the mutual variation (see Section 7.3 of [W-W]), implies that

$$
d\left(K\left(X_{t}, i \lambda\right) e^{t \varphi(-\lambda)}\right)=e^{t \varphi(-\lambda)} d K\left(X_{t}, i \lambda\right)+K\left(X_{t-}, i \lambda\right) d e^{t \varphi(-\lambda)} .
$$

As $d e^{t \varphi(-\lambda)}=\varphi(-\lambda) e^{t \varphi(-\lambda)} d t$ and $\int_{0}^{t} K\left(X_{s-}, i \lambda\right) d s=\int_{0}^{t} K\left(X_{s}, i \lambda\right) d s$ a.s., it follows that

$$
\begin{equation*}
d\left(K\left(X_{t}, i \lambda\right) e^{t \varphi(-\lambda)}\right)=e^{t \varphi(-\lambda)} \cdot\left(d K\left(X_{t}, i \lambda\right)+\varphi(-\lambda) K\left(X_{t}, i \lambda\right) d t\right) \tag{6.2}
\end{equation*}
$$

Therefore,

$$
d K\left(X_{t}, i \lambda\right)+\varphi(-\lambda) K\left(X_{t}, i \lambda\right) d t=e^{-t \varphi(-\lambda)} \cdot d\left(K\left(X_{t}, i \lambda\right) e^{\varphi t(-\lambda)}\right)
$$

is the differential of a local $L^{2}$-martingale, as claimed.
Conversely, if $\left(X_{t}^{\lambda}\right)_{t \geq 0}$ is a martingale, then $\left(K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a semimartingale, and Eq. (6.2) holds also. Hence, $\left(\left(P_{t}(0, .)^{\wedge}(-\lambda)\right)^{-1}\right.$. $\left.K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a local $L^{2}$-martingale, as claimed.

We next present several equivalent characterizations of homogeneous $M$ arkov processes $X$ on $\mathbb{R}^{N}$ associated with a specific semigroup $\left(P_{t}\right)_{t \geq 0}$ of $k$-invariant M arkov kernels. In particular, such processes are unique solutions of martingale problems in the spirit of Stroock and V aradhan [S-V].

We introduce the following abbreviation: If $X$ is a càdlàg process on $\mathbb{R}^{N}$, and if $L$ is the generator of $\left(P_{t}\right)_{t \geq 0}$, then for $f \in D(L)$ we define the $\mathbb{C}$-valued process

$$
\begin{equation*}
\Pi_{X}^{L, f}=\left(\Pi_{X^{\prime}, t}^{L, f}\right)_{t \geq 0}=\left(f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t} L(f)\left(X_{s}\right) d s\right)_{t \geq 0} \tag{6.3}
\end{equation*}
$$

Theorem 6.3. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ with negative definite function $\varphi$ and generator $L$. Then the following statements are equivalent for each càdlàg process $X=\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ :
(1) $X$ is a k-invariant Markov process associated with the semigroup $\left(P_{t}\right)_{t \geq 0}$.
(2) For each $\lambda \in \mathbb{R}^{N}$ the process $\left(\left(P_{t}(0, .)^{\wedge}(-\lambda)\right)^{-1} \cdot K\left(X_{t}, i \lambda\right)\right)_{t \geq 0}$ is a martingale.
(3) $\left(K\left(X_{t}, i \lambda\right)+\varphi(-\lambda) \cdot \int_{0}^{t} K\left(X_{s}, i \lambda\right) d s\right)_{t \geq 0}$ is a martingale for each $\lambda \in \mathbb{R}^{N}$.
(4) $\Pi_{X}^{L, K(., i \lambda)}$ is a martingale for each $\lambda \in \mathbb{R}^{N}$.
(5) $\Pi_{X}^{L, f}$ is a martingale for each $f \in D_{b}(L)$.

Proof. (1) $\Leftrightarrow(2) \Leftrightarrow(3)$ follows from Proposition 6.1 and Lemma 6.2; (3) $\Leftrightarrow(4) \Leftarrow(5)$ is obvious, and $(1) \Rightarrow(5)$ is the well-known D ynkin formula; see Proposition 4.1.7 of [E-K].
The generator $c \Delta_{k}(c>0)$ of a $k$-Gaussian semigroup of $M$ arkov kernels is a second-order differential-difference operator; it is more convenient here to consider the spaces $C_{0}^{2}\left(\mathbb{R}^{N}\right), C_{b}^{2}\left(\mathbb{R}^{N}\right)$ and $C^{2}\left(\mathbb{R}^{N}\right)$ instead of the abstract domains $D_{0}\left(\Delta_{k}\right), D_{b}\left(\Delta_{k}\right)$, and $D\left(\Delta_{k}\right)$, respectively. M oreover, condition (5) can be improved by using test functions $f$ which also depend on the time $t$ (this generalization is in fact also possible in the setting of Theorem 6.3). To be precise, we take $f \in C^{2,1}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$ and a càdlàg process $X$ on $\mathbb{R}^{N}$, and we define

$$
\begin{aligned}
\Pi_{X}^{c \Delta_{k}, f} & =\left(\Pi_{X, t}^{c \Delta_{k}, f}\right)_{t \geq 0} \\
& =\left(f\left(X_{t}, t\right)-f\left(X_{0}, 0\right)-\int_{0}^{t}\left(\frac{\partial}{\partial s}+c \Delta_{k}\right)(f)\left(X_{s}, s\right) d s\right)_{t \geq 0} .
\end{aligned}
$$

Then, besides equivalences stated already in Theorem 6.3, we have the following:

Theorem 6.4. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-Gaussian Markov kernels on $\mathbb{R}^{N}$ with generator $c \Delta_{k}, c>0$. Then the following statements are equivalent for any càdlàg process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ whose radial component process $\left(\left|X_{t}\right|\right)_{t \geq 0}$ on $[0, \infty[$ is continuous:
(1) $X$ is a $k$-Gaussian process associated with the semigroup $\left(P_{t}\right)_{t \geq 0}$.
(5) $\Pi_{X}^{c \Delta_{k}, f}$ is a martingale for each $f \in C_{c}^{2}\left(\mathbb{R}^{N}\right)$.
(5') $\Pi_{X}^{c^{\Delta_{k}}, f}$ is a martingale for each $f \in C_{c}^{2,1}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$.
(6) $\Pi_{X}^{c \Delta_{k}, f}$ is a local martingale for each $f \in C^{2}\left(\mathbb{R}^{N}\right)$.
(6') $\Pi_{X}^{c \Delta_{k}, f}$ is a local martingale for each $f \in C^{2,1}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$.
Proof. (6) $\Rightarrow(1) \Rightarrow(5)$ follows from Theorem 6.3. M oreover, (1) $\Rightarrow$ (5') is known for arbitrary Feller-D ynkin processes (apply Proposition 4.1.7 of $[\mathrm{E}-\mathrm{K}]$ to the M arkov process $\left(\left(X_{t}, t\right)\right)_{t \geq 0}$ on $\mathbb{R}^{N} \times[0, \infty[)$.

It remains to check $(5) \Rightarrow(6)$ and $\left(5^{\prime}\right) \Rightarrow\left(6^{\prime}\right)$. Here we check only $\left(5^{\prime}\right) \Rightarrow\left(6^{\prime}\right)$, as both proofs are almost identical. For this take $f \in C^{2,1}\left(\mathbb{R}^{N}\right.$ $\times[0, \infty[)$. For each $m \in \mathbb{N}$ the exit times

$$
T_{m}:=\inf \left\{t \geq 0:\left|X_{t}\right|^{2}+t^{2}>m^{2}\right\}
$$

of $\left(\left(X_{t}, t\right)\right)_{t \geq 0}$ from closed balls in $\mathbb{R}^{N+1}$ of radius $m$ are stopping times. Now choose $f_{m} \in C_{c}^{2,1}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$, which are identically 1 on such balls. Then $f_{m} \cdot f \in C_{c}^{2,1}\left(\mathbb{R}^{N} \times\left[0, \infty[)\right.\right.$, and $\left(\Pi_{X, t, 1, T m}^{c \Delta_{k}, f_{m} f}\right)_{t \geq 0}$ is a uniformly integrable martingale by ( $5^{\prime}$ ). M oreover, as $\left(\left|X_{t}\right|\right)_{t \geq 0}$ is continuous,

$$
\Pi_{X, t \wedge T_{m}}^{c \Delta_{k}, f_{m} f}=\Pi_{X, t \wedge T_{m}}^{c_{c} k, f} \quad \text { for all } t .
$$

As $T_{m} \rightarrow \infty$ for $m \rightarrow \infty$, it follows that $\Pi_{X}^{c \Delta_{k}, f}$ is a local martingale. This proves (6').

The assertions (6) and ( $6^{\prime}$ ) in Theorem 6.4 are of particular interest for functions satisfying $\left(\partial / \partial s+\Delta_{k}\right) f=0$. Examples of such functions will be provided by A ppell characters in Theorem 8.2; see also the discussion in Remark 8.3(1).

We next present a probabilistic interpretation for Dirichlet problems in the Dunkl setting. F or this, we say that a function $f \in C^{2}(U)$ is $k$-harmonic on some open $W$-invariant set $U \subset \mathbb{R}^{N}$ if $\Delta_{k} f=0$ on $U$. The following theorem needs stronger assumptions than in the classical setting $k=0$. This is due to the fact that $k$-Gaussian processes usually do not have a.s. continuous paths.
Theorem 6.5. Let $U \subset \mathbb{R}^{N}$ be open, bounded, and $W$-invariant. Let $h \in C^{2}(U) \cap C(\bar{U})$ be a solution of the $k$-Dirichlet problem $\Delta_{k} h=0$ with
$h=\varphi \in C(\partial U)$ on $\partial U$. Assume also that
(1) $h$ is $W$-invariant, or that
(2) there is an open set $V \supset \bar{U}$ such that $h$ can be extended to $a$ $k$-harmonic function on $V$.

Then for all $x \in U$,

$$
h(x)=E\left(h\left(B_{T}^{x}\right)\right),
$$

where $\left(B_{t}^{x}\right)_{t \geq 0}$ is a $k$-Gaussian process on $\mathbb{R}^{N}$ starting in $x$, and $T:=$ $\inf \left\{t>0: B_{t} \in \partial U\right\}$ is the entrance time of $B_{t}^{x}$ at $\partial U$.

Proof. Assume first that condition (1) holds. Consider the open, $W$ invariant sets

$$
U_{n}:=\{y \in U: \operatorname{dist}(y, \partial U)<1 / n\} \quad(n \geq 1)
$$

and the entrance times $S_{n}:=\inf \left\{t>0: B_{t} \in U_{n}\right\}$. Then the $W$-invariance of $U, U_{n}$, and $h$; the continuity of $h$ on $\bar{U}$, and Theorem 4.10 yield that $S_{n} \uparrow T$ and $h\left(B_{S_{n}}^{x}\right) \rightarrow \varphi\left(B_{T}^{x}\right)$ almost surely. Now choose a function $h_{n} \in$ $C_{c}^{2}\left(\mathbb{R}^{N}\right)$ with $h_{n}=h$ on $\bar{U}_{n}$. Then, by Theorem 6.4(5), $\left(h\left(B_{t \wedge S_{n}}^{x}\right)\right)_{t \geq 0}$ is a martingale. Thus,

$$
h(x)=E\left(h\left(B_{0}^{x}\right)\right)=E\left(h\left(B_{S_{n}}^{x}\right)\right) \quad \text { for } n \geq 1 .
$$

As $E\left(h\left(B_{S_{n}}^{x}\right)\right) \rightarrow E\left(h\left(B_{T}^{x}\right)\right)$ by the dominated convergence theorem, the claim follows.
A ssume now that condition (2) holds. Consider the open, $W$-invariant sets

$$
V_{n}:=\left\{y \in \mathbb{R}^{N}: \operatorname{dist}(y, U)<1 / n\right\} \supset \bar{U} \quad(n \geq 1) .
$$

Then, for large $n, \bar{U} \subset V_{n} \subset \bar{V}_{n} \subset V$, and the stopping times $\tilde{S}_{n}:=\inf$ $\left\{t>0\right.$ : $\left.B_{t} \notin V_{n}\right\}$ satisfy $S_{n} \downarrow T$ and $h\left(B_{S_{n}}^{x}\right) \rightarrow \varphi\left(B_{T}^{x}\right)$ almost surely by the $W$-invariance of $U$ and $V_{n}$, and by Theorem 4.10. The proof is now completed as above.

## 7. MOMENT FUNCTIONS

The classical moments of probability measures on $\mathbb{R}$, or more generally on $\mathbb{R}^{N}$, have many applications to sums of independent random variables. The definition of classical moments is based on the monomials, or "mo-
ment functions,"

$$
\begin{equation*}
m_{\nu}: \mathbb{R}^{N} \mapsto \mathbb{R}, \quad x=\left(x_{1}, \ldots, x_{N}\right) \mapsto x^{\nu} \quad\left(\nu \in \mathbb{Z}_{+}^{N}\right) . \tag{7.1}
\end{equation*}
$$

We introduce modified moment functions for the Dunkl setting, which have applications to $k$-invariant $M$ arkov kernels and processes. Our approach is motivated by corresponding results for hypergroups in [BI-He, Z]. A gain, we fix a reflection group $W$ with multiplicity function $k \geq 0$.

### 7.1. Modified Moment Functions

The Dunkl kernel $(x, y) \mapsto K(x, y)$ is analytic on $\mathbb{C}^{N \times N}$; see Section 2.2. Therefore, there exist unique analytic functions $m_{\nu}\left(\nu \in \mathbb{Z}_{+}^{N}\right)$ on $\mathbb{C}^{N}$ with

$$
\begin{equation*}
K(x, y)=\sum_{\nu \in \mathbb{Z}_{+}^{N}} \frac{m_{\nu}(x)}{\nu!} y^{\nu} \quad\left(x, y \in \mathbb{C}^{N}\right) . \tag{7.2}
\end{equation*}
$$

The restriction of $m_{\nu}$ to $\mathbb{R}^{N}$ is called the $\nu$ th moment function on $\mathbb{R}^{N}$ (associated with $W, k$ ). The number $|\nu|:=\nu_{1}+\nu_{2}+\cdots+\nu_{N}$ is called the degree of $m_{\nu}$.
We denote the $j$ th unit vector by $e_{j} \in \mathbb{Z}_{+}^{N}$. Hence, the moment functions of order 1 and 2 are given by $m_{e_{j}}$ and $m_{e_{j}+e_{k^{\prime}}}$, respectively ( $j, k=1, \ldots, N$ ).

M oment functions have several useful descriptions: Clearly, $m_{\nu}$ can also be written as

$$
\begin{equation*}
m_{\nu}(x)=\left.\left(\partial_{y}^{\nu} K(x, y)\right)\right|_{y=0}=\left.i^{|\nu|}\left(\partial_{y}^{\nu} K(x,-i y)\right)\right|_{y=0} . \tag{7.3}
\end{equation*}
$$

From the definition of $K$, which involves the intertwining isomorphism $V$ on $\mathscr{P}$ (Section 2.2), we see that

$$
\begin{equation*}
m_{\nu}(x)=V\left(x^{\nu}\right) \quad \text { for } \nu \in \mathbb{Z}_{+}^{N} . \tag{7.4}
\end{equation*}
$$

In particular, for each $n \in \mathbb{Z}_{+}$the moment functions $m_{\nu}$ with $|\nu|=n$ form a basis of the space $\mathscr{P}_{n}$ of all homogeneous polynomials of degree $n$.

Examples 7.1. (1) If $k=0$, then $K(x, y)=e^{\langle x, y\rangle}$ and $m_{\nu}(x)=x^{\nu}$.
(2) If $N=1, W=\mathbb{Z}_{2}$, and $k \geq 0$, then the explicit form of $K$ in terms of Bessel functions (see Example 2.1(2)) implies that for $n \geq 0$,

$$
\begin{aligned}
& m_{2 n}(x)=\frac{\Gamma(k+1 / 2)(2 n)!}{\Gamma(n+k+1 / 2) 2^{2 n} n!} x^{2 n} \quad \text { and } \\
& m_{2 n+1}(x)=\frac{\Gamma(k+1 / 2)(2 n+1)!}{\Gamma(n+k+3 / 2) 2^{2 n+1} n!} x^{2 n+1} .
\end{aligned}
$$

(3) The $S_{N}$ case. For the symmetric group $W=S_{N}$ (acting on $\mathbb{R}^{N}$ by permuting the coordinates), the multiplicity function is a single parameter $k \geq 0$. The associated Dunkl operators are given by

$$
T_{i}=\partial_{i}+k \sum_{j \neq i} \frac{1-s_{i j}}{x_{i}-x_{j}} \quad(i=1, \ldots, N)
$$

where $s_{i j}$ denotes the operator transposing the coordinates $x_{i}$ and $x_{j}$. We now compute the moment functions of degree $\leq 2$ by using the properties of the operator $V$ in Section 2.2. To obtain the first moment function $m_{e_{t}}$ for
$l \in\{1, \ldots, N\}$, we write $V x_{l}=\langle a, x\rangle$ with $a \in \mathbb{R}^{N}$. Now let $b:=\sum_{i=1}^{N} a_{i}$ and use $V 1=1$. Then, $T_{i}\langle a, x\rangle=T_{i} V x_{l}=V \partial_{i} x_{l}=\delta_{i, l}(=$ Kronecker $\delta) ;$ on the other hand,

$$
T_{i}\langle a, x\rangle=a_{i}+k \sum_{j \neq i} \frac{a_{i} x_{i}+a_{j} x_{j}-a_{j} x_{i}-a_{i} x_{j}}{x_{i}-x_{j}}=a_{i}(1+k N)-k b .
$$

Hence, $a_{l}=(1+k b) /(1+k N)$ and $a_{i}=k b /(1+k N)$ for $i \neq l$. Summation yields $b=1$ and

$$
\begin{equation*}
m_{e_{l}}(x)=V x_{l}=\frac{1}{1+k N}\left(x_{l}+k \sum_{i=1}^{N} x_{i}\right) . \tag{7.5}
\end{equation*}
$$

A similar computation using (7.5) leads to

$$
\begin{align*}
m_{2 e_{l}}(x) & =V x_{l}^{2}=\frac{1}{(N k+1)(N k+2)}\left(\left(x_{l}+k \sum_{i=1}^{N} x_{i}\right)^{2}+x_{l}^{2}+k \sum_{i=1}^{N} x_{i}^{2}\right) \\
& =\frac{N k+1}{N k+2}\left(m_{e_{l}}(x)\right)^{2}+\frac{1}{(N k+1)(N k+2)}\left(x_{l}^{2}+k \sum_{i=1}^{N} x_{i}^{2}\right) \tag{7.6}
\end{align*}
$$

In particular, the Cauchy-Schwarz inequality ensures that

$$
\begin{equation*}
m_{2 e_{l}}(x) \geq m_{e_{l}}(x)^{2} \geq 0 \quad \text { for all } x \in \mathbb{R}^{N} . \tag{7.7}
\end{equation*}
$$

In Proposition 7.2 we shall see that inequalities like (7.7) hold for general reflection groups $W$. We mention that all moment functions can be obtained as coefficients of some sophisticated power series, which makes their computation much easier; for details see [D 4].
(4) The $B_{N}$ case. Suppose that $W$ is the Weyl group of type $B_{N}$, generated by sign changes and permutations. Here the multiplicity func-
tion is characterized by two parameters $k_{0}, k_{1} \geq 0$, and the associated Dunkl operators are given by

$$
T_{i}=\partial_{i}+k_{1} \frac{1-\sigma_{i}}{x_{i}}+k_{0} \sum_{j \neq i}\left(\frac{1-s_{i, j}}{x_{i}-x_{j}}+\frac{1-\sigma_{i} \sigma_{j} s_{i, j}}{x_{i}+x_{j}}\right) \quad(i=1, \ldots, N),
$$

where the operator $\sigma_{i}$ transfers the component $x_{i}$ into $\left(-x_{i}\right)$, and $s_{i, j}$ is given as in the $S_{N}$ case. From [D 5] (or by explicit computation) one obtains that for $l, j \in\{1, \ldots, N\}$,

$$
\begin{gather*}
m_{e_{l}}(x)=V x_{l}=\frac{x_{l}}{1+2 k_{1}+2 k_{0}(N-1)}, \\
m_{e_{l}+e_{j}}=V\left(x_{l} x_{j}\right)=\frac{x_{l} x_{j}}{1+2 k_{1}+2 k_{0}(N-1)}, \quad \text { for } l \neq j, \tag{7.8}
\end{gather*}
$$

and

$$
\begin{equation*}
m_{2 e_{l}}(x)=V x_{l}^{2}=\frac{x_{l}^{2}+k_{0} \sum_{i=1}^{N} x_{i}^{2}}{\left(1+N k_{0}\right)\left(1+2(N-1) k_{0}+2 k_{1}\right)} . \tag{7.9}
\end{equation*}
$$

(5) It is no accident that in the $B_{N}$ case $m_{e_{l}}(x)=V x_{l}=c x_{l}$ holds with a constant $c=c(W, k)$. In fact, the natural action of any reflection group $W$ on $\mathbb{R}^{N}$ is a group representation, and the intertwining operators $V=V(k)$ restricted to $\mathscr{P}_{1} \cong \mathbb{R}^{N}$ are intertwining operators for this group representation; see Theorem 2.3 of Dunkl [D 2]. Therefore, if $W$ acts in an irreducible way on $\mathbb{R}^{N}$, then, by Schur's lemma, $\left.V\right|_{\mathscr{P}_{1}}$ is a multiple of the identity.

We next collect some properties of moment functions. We mention that similar results are also available for hypergroups on $[0, \infty[$; see $[\mathrm{BI}-\mathrm{He}$, Re-V, Z].

Proposition 7.2. For all $x \in \mathbb{R}^{N}, \nu \in \mathbb{Z}_{+}^{N}$, and $l \in\{1, \ldots, N\}$,
(1) $T_{l} m_{\nu+e_{l}}=\left(\nu_{l}+1\right) \cdot m_{\nu}$.
(2) $\left|m_{\nu}(x)\right| \leq|x|^{|\nu|}$ and $0 \leq m_{\nu}(x)^{2} \leq m_{2 \nu}(x)$.
(3) Taylor formula: If $f \in C^{n}\left(\mathbb{R}^{N}\right)$ for $n \in \mathbb{N}$, then

$$
f(y)=\sum_{\nu \in \mathbb{Z}_{+}^{N},|\nu| \leq n} \frac{m_{\nu}(y)}{\nu!} T^{\nu} f(0)+o\left(|y|^{n}\right) \quad \text { for } y \rightarrow 0 .
$$

Moreover, if $f: \mathbb{C}^{N} \rightarrow \mathbb{C}$ is analytic in a neighborhood of 0 , then

$$
f(y)=\sum_{n=0}^{\infty} \sum_{|\nu|=n} \frac{m_{\nu}(y)}{\nu!} T^{\nu} f(0)
$$

where the series $\sum_{n=0}^{\infty}$ converges absolutely and uniformly in a neighborhood of 0 .
Proof. (1) The intertwining property of $V$ in Section 2.2 and Eq. (7.4) yield

$$
T_{l} m_{\nu+e_{l}}=T_{l} V x^{\nu+e_{l}}=V \partial_{l} x^{\nu+e_{l}}=\left(\nu_{l}+1\right) \cdot V x^{\nu}=\left(\nu_{l}+1\right) \cdot m_{\nu} .
$$

(2) Theorem 2.2(5) and Eq. (7.3) imply that for each $x \in \mathbb{R}^{N}$ there exists a probability measure $\mu_{x} \in M^{1}\left(\mathbb{R}^{N}\right)$ with supp $\mu_{x} \subset\left\{z \in \mathbb{R}^{N}\right.$ : $|z| \leq|x|\}$ such that

$$
m_{\nu}(x)=\int_{\mathbb{R}^{N}} y^{\nu} d \mu_{x}(y) \quad \text { for all } \nu \in \mathbb{Z}_{+}^{N} \quad \text { and } \quad x \in \mathbb{R}^{N} ;
$$

see also [R3]. The first inequality of the lemma is now clear from the support properties of $\mu_{x}$, while the second one follows from Jensen's inequality.
(3) A ssume first that $f \in \mathscr{P}$ is a polynomial. As $V \mathscr{P}_{n}=\mathscr{P}_{n}$ and $V 1=1$, we have $\partial^{\nu} f(0)=V \partial^{\nu} f(0)=T^{\nu} V f(0)$. Thus,

$$
f(y)=\sum_{\nu} \frac{y^{\nu}}{\nu!} T^{\nu} V f(0) \quad \text { and } \quad\left(V^{-1} f\right)(y)=\sum_{\nu} \frac{y^{\nu}}{\nu!} T^{\nu} f(0)
$$

which gives

$$
f(y)=\sum_{\nu} \frac{m_{\nu}(y)}{\nu!} T^{\nu} f(0) .
$$

The assertions in (3) now follow from the corresponding results for the classical case.

### 7.2. Modified Moments of Probability Measures

We say that the $\nu$ th moment of a probability measure $\mu \in M^{1}\left(\mathbb{R}^{N}\right)$ exists if $m_{\nu} \in L^{1}\left(\mathbb{R}^{N}, \mu\right)$ holds; in this case, the $\nu$ th moment of $\mu$ is defined as

$$
\begin{equation*}
m_{\nu}(\mu):=\int_{\mathbb{R}^{N}} m_{\nu} d \mu \quad\left(\nu \in \mathbb{Z}_{+}^{N}\right) \tag{7.10}
\end{equation*}
$$

For $N \geq 2$ it is not correct, even if $k=0$, that the existence of the $\nu$ th moment of $\mu$ implies the existence of the $\rho$ th moment for $\rho \leq \nu$ (which means that $\rho_{i} \leq \nu_{i}$ for all $i$. This and additional difficulties in the Dunkl setting for $k \neq 0$ oblige us to restrict our further attention to the spaces

$$
\begin{array}{r}
M_{n}^{1}\left(\mathbb{R}^{N}\right):=\left\{\mu \in M^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}}\left|x^{\rho}\right| d \mu<\infty \text { for all } \rho \in \mathbb{Z}_{+}^{N} \text { with }|\rho| \leq n\right\} \\
(n \geq 0) .
\end{array}
$$

The following criterion is slightly weaker than its classical counterpart; cf. 25.2 of [Ba]:

Lemma 7.3. For $n \in \mathbb{N}$ and $\mu \in M^{1}\left(\mathbb{R}^{N}\right)$, the following statements hold:
(1) $\mu \in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ if and only if the $\nu$ th modified moment of $\mu$ exists for all $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n$.
(2) If one of the conditions in (1) holds, then $\hat{\mu} \in C^{n}\left(\mathbb{R}^{N}\right)$, with

$$
\partial^{\nu} \hat{\mu}(0)=(-i)^{|\nu|} \cdot m_{\nu}(\mu) \quad \text { for }|\nu| \leq n .
$$

Proof. (1) follows from the properties of $V$. To prove (2), we use Theorem 2.2(2), which says that

$$
\begin{aligned}
&\left|\partial_{y}^{\nu} K(x, i y)\right| \leq|x|^{|\nu|} \leq N^{\mid \nu \nu / 2}\left(\left|x_{1}\right|^{|\nu|}+\cdots+\left|x_{N}\right|^{|\nu|}\right) \\
& \text { for all } \nu \in \mathbb{Z}_{+}^{N}, x, y \in \mathbb{R}^{N} .
\end{aligned}
$$

This guarantees that $x \rightarrow \partial_{y}^{\nu} K(x, i y)$ is $\mu$-integrable for each $y \in \mathbb{R}^{N}$ and $|\nu| \leq n$ whenever one of the conditions in (1) holds. It is now standard to check inductively with the dominated convergence theorem that $\hat{\mu} \in$ $C^{n}\left(\mathbb{R}^{N}\right)$, and the last identity follows from Eq. (7.3).

Lemma 7.4. Let $P, Q$ be $k$-invariant Markov kernels on $\mathbb{R}^{N}$ such that for all $x \in \mathbb{R}^{N}$, the measures $P(x,),. Q(x,),. Q \circ P(x,$.$) are contained in M_{n}^{1}\left(\mathbb{R}^{N}\right)$. Then, for all $x \in \mathbb{R}^{N}$ and $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n$,
(1) $m_{\nu}(P(x,))=.\sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(P(0,).) \cdot m_{\nu-\rho}(x)$,
and
(2) $m_{\nu}(Q \circ P(x,))=.\sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(P(x,).) \cdot m_{\nu-\rho}(Q(0,)$.$) .$

Proof. (1) follows immediately from Lemma 7.3(2), the Leibniz rule for partial derivatives of products, and Eq. (7.3); in fact,

$$
\begin{aligned}
m_{\nu}(P(x, .))= & \left.i^{|\nu|} \cdot \partial_{y}^{\nu}\left(P(0, .)^{\wedge}(y) \cdot K(-i x, y)\right)\right|_{y=0} \\
= & \left.\sum_{\rho \leq \nu}\binom{\nu}{\rho} i^{|\rho|} \cdot \partial_{y}^{\rho}\left(P(0, .)^{\wedge}(y)\right)\right|_{y=0} \\
& \times\left. i^{|\nu|-|\rho|} \cdot \partial_{y}^{\nu-\rho} K(-i x, y)\right|_{y=0} \\
= & \sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(P(0, .)) \cdot m_{\nu-\rho}(x)
\end{aligned}
$$

Part (2) can be checked in the same way by using Lemma 4.2(2).
The algebraic properties of moment functions in Lemma 7.4 can be used to construct martingales for $k$-invariant M arkov processes on $\mathbb{R}^{N}$. For simplicity, we restrict our attention first to moments of degree at most 2. The following proposition is motivated by corresponding results for hypergroups in [Z, BI-He]. We say from now on that an $\mathbb{R}^{N}$-valued random variable is $L^{p}$-integrable, whenever all of its components have this property.

Proposition 7.5. Let $\left(X_{t}\right)_{t \geq 0}$ be a $\mathbb{R}^{N}$-valued, $k$-invariant Markov process on some probability space $(\Omega, \mathscr{A}, P)$ with filtration $\left(\mathscr{F}_{t}\right)_{t \geq 0}$. Let $\left(P_{t}\right)_{t \geq 0}$ be the associated semigroup of k-invariant Markov kernels with negative definite function $\varphi$. Then for all $l, j=1, \ldots, N$, the following conclusions hold:
(1) Assume that $X_{0} \in L^{1}(\Omega, \mathscr{A}, P)$ and $P_{t}(x,.) \in M_{1}^{1}\left(\mathbb{R}^{N}\right)$ holds for all $t>0$ and $x \in \mathbb{R}^{N}$. Then $\left(m_{e_{t}}\left(X_{t}\right)-E\left(m_{e_{l}}\left(X_{t}\right)\right)\right)_{t \geq 0}$ is a $\left(\mathscr{F}_{t}\right)_{t \geq 0}$-martingale with

$$
E\left(m_{e_{l}}\left(X_{t}\right)\right)=E\left(m_{e_{l}}\left(X_{0}\right)\right)-i t \cdot \partial_{l} \varphi(0) \quad \text { for all } t \geq 0 .
$$

(2) Assume that $X_{0} \in L^{2}(\Omega, \mathscr{A}, P)$ and $P_{t}(x,.) \in M_{2}^{1}\left(\mathbb{R}^{N}\right)$ holds for all $t>0$ and $x \in \mathbb{R}^{N}$. Then the second-order moment function $m_{e_{l}+e_{j}}$ has the property that

$$
\begin{aligned}
\left(m_{e_{l}+e_{j}}\left(X_{t}\right)-\right. & m_{e_{l}}\left(X_{t}\right) E\left(m_{e_{j}}\left(X_{t}\right)\right)-m_{e_{j}}\left(X_{t}\right) E\left(m_{e_{l}}\left(X_{t}\right)\right) \\
& \left.+E\left(m_{e_{l}}\left(X_{t}\right)\right) E\left(m_{e_{j}}\left(X_{t}\right)\right)-E\left(m_{e_{l}+e_{j}}\left(X_{t}\right)\right)\right)_{t \geq 0}
\end{aligned}
$$

is a $\left(\mathscr{F}_{t}\right)_{t \geq 0 \text {-martingale. Moreover, the "modified variances" }}$

$$
V_{k}^{l}\left(X_{t}\right):=E\left(m_{2 e_{l}}\left(X_{t}\right)\right)-E\left(m_{e_{l}}\left(X_{t}\right)\right)^{2}
$$

satisfy

$$
V_{k}^{l}\left(X_{t}\right)=V_{k}^{l}\left(X_{0}\right)+t \cdot \partial_{l}^{2} \varphi(0) \quad \text { for all } t \geq 0 .
$$

Proof. (1) By Proposition 4.4(3) we have $\varphi(0)=0$ and $P_{t}(0, .)^{\wedge}=e^{-t \varphi}$ for $t \geq 0$. Therefore, by Lemma 7.3,

$$
m_{e_{l}}\left(P_{t}(0, .)\right)=i \cdot \partial_{l}\left(P_{t}(0, .)^{\wedge}\right)(0)=- \text { it } \partial_{l} \varphi(0)
$$

Now take $s, t \geq 0$. Lemma 7.4(1) ensures that for almost all $\omega \in \Omega$,

$$
\begin{align*}
E\left(m_{e_{l}}\left(X_{s+t}\right) \mid \mathscr{F _ { t }}\right)(\omega) & =\int_{\mathbb{R}^{N}} m_{e_{l}} d P_{t}\left(X_{s}(\omega), .\right) \\
& =m_{e_{l}}\left(P_{t}(0, .)\right)+m_{e_{l}}\left(X_{s}(\omega)\right) \\
& =-i t \cdot \partial_{l} \varphi(0)+m_{e_{l}}\left(X_{s}(\omega)\right) . \tag{7.11}
\end{align*}
$$

If we take the usual expectation of both sides of (7.11) with $s=0$, then we obtain the formula for $E\left(m_{e_{1}}\left(X_{t}\right)\right)$ in the proposition. Moreover, this formula, together with (7.11), readily yields that $\left(m_{e_{l}}\left(X_{t}\right)-E\left(m_{e_{l}}\left(X_{t}\right)\right)\right)_{t \geq 0}$ is a martingale.
(2) A gain, Proposition 4.4(3) and Lemma 7.3 yield that for $t \geq 0$,

$$
\begin{aligned}
m_{e_{l}+e_{j}}\left(P_{t}(0, .)\right) & =t \partial_{l} \partial_{j} \varphi(0)-t^{2} \cdot \partial_{l} \varphi(0) \partial_{j} \varphi(0) \\
& =t \partial_{l} \partial_{j} \varphi(0)+m_{e_{l}}\left(P_{t}(0, .)\right) m_{e_{j}}\left(P_{t}(0, .)\right)
\end{aligned}
$$

Now take $s, t \geq 0$. Lemma 7.4(2) and Part (1) imply that for almost all $\omega \in \Omega$,

$$
\begin{aligned}
& E\left(m_{e_{l}+e_{j}}\left(X_{s+t}\right) \mid \mathscr{F}_{t}\right)(\omega) \\
&= \int_{\mathbb{R}^{N}} m_{e_{l}+e_{j}} d P_{t}\left(X_{s}(\omega), .\right) \\
&= m_{e_{l}+e_{j}}\left(P_{t}(0, .)\right)+m_{e_{l}+e_{j}}\left(X_{s}(\omega)\right)+m_{e_{l}}\left(P_{t}(0, .)\right) m_{e_{j}}\left(X_{s}(\omega)\right) \\
& \quad \quad+m_{e_{j}}\left(P_{t}(0, .)\right) m_{e_{l}}\left(X_{s}(\omega)\right) \\
&= t \partial_{l} \partial_{j} \varphi(0)-t^{2} \cdot \partial_{l} \varphi(0) \partial_{j} \varphi(0)+m_{e_{l}+e_{j}}\left(X_{s}(\omega)\right) \\
& \quad \quad-i t \cdot\left[\partial_{l} \varphi(0) m_{e_{j}}\left(X_{s}(\omega)\right)+\partial_{j} \varphi(0) m_{e_{l}}\left(X_{s}(\omega)\right)\right]
\end{aligned}
$$

If we combine this with Eq. (7.11) and take the usual expectations of these equations, we obtain the martingale property claimed above. Finally, the formula for modified variances follows from that equation with $j=l$ and (7.11) again by taking the usual expectations.

Remarks 7.6. (1) Let $\left(X_{t}\right)_{t \geq 0}=\left(X_{t}^{1}, \ldots, X_{t}^{N}\right)_{t \geq 0}$ be a $k$-invariant $M$ arkov process as studied in Proposition 7.5(1). As the moment functions $m_{e_{l}}(l=1, \ldots, N)$ form a basis of the space $\mathscr{P}_{1}$ of all homogeneous polynomials of degree 1 by Section 7.1, all component processes ( $X_{t}^{l}-$ $\left.E\left(X_{t}^{l}\right)\right)_{t \geq 0}$ form martingales (under the corresponding integrability condition). This strict separation of the components is not usually possible for higher moments.
(2) There exists an obvious analogue of Proposition 7.5 for (not necessarily time-homogeneous) $k$-invariant M arkov processes $\left(X_{n}\right)_{n \geq 0}$ in discrete time that are related to a sequence $\left(P_{n}\right)_{n \geq 0}$ of $k$-invariant M arkov kernels by

$$
\begin{equation*}
P\left(X_{n} \in A \mid X_{n-1}=x\right)=P_{n}(x, A) \quad \text { for } n \geq 1, x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right) \tag{7.12}
\end{equation*}
$$

In particular, the methods of the proof of Proposition 7.5 yield that under suitable moment conditions, the processes

$$
\begin{align*}
&\left(m_{2 e_{l}}\left(X_{n}\right)-2 m_{e_{l}}\left(X_{n}\right) \cdot E\left(m_{e_{l}}\left(X_{n}\right)\right)+\right. 2 \cdot \\
&-E\left(m_{e_{l}}\left(X_{n}\right)\right)^{2}  \tag{7.13}\\
&\left.-E\left(m_{2 e_{l}}\left(X_{n}\right)\right)\right)_{n \geq 0}
\end{align*}
$$

are martingales for $l=1, \ldots, N$. M oreover, the modified variances satisfy

$$
\begin{equation*}
V_{k}^{l}\left(X_{n}\right)=V_{k}^{l}\left(X_{n-1}\right)+m_{2 e_{l}}\left(P_{n}(0, .)\right)-m_{e_{l}}\left(P_{n}(0, .)\right)^{2} . \tag{7.14}
\end{equation*}
$$

(3) Let $n \geq 1$, and let $P, Q$ be $k$-invariant M arkov kernels with $P(0,),. Q(0,.) \in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ (i.e., all moments up to degree $n$ exist). It is our conjecture that then automatically also $Q \circ P(0,.) \in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ and $P(x,$. $\in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ holds for all $x \in \mathbb{R}^{N}$. This conjecture is obviously true in the classical setting $k=0$; it can also be checked for the one-dimensional examples discussed in Examples 2.1(2) and 7.1(2). The proof there is based on the knowledge of a convolution of measures in $M_{b}(\mathbb{R})$ with sufficiently nice properties; see [R1]. Clearly, this can also be extended to direct products of the one-dimensional case.

Example 7.7 ( $k$-Gaussian processes). Let $\left(X_{t}\right)_{t \geq 0}$ be a $k$-Gaussian process on $\mathbb{R}^{N}$ associated with the $k$-Gaussian semigroup $\left(P_{t}^{\Gamma}\right)_{t \geq 0}$ and
starting in 0 at time 0 ; see Sections 3 and 4 . In this case, all moments of $P_{t}^{\Gamma}(x,$.$) and X_{t}$ exist for all $x \in \mathbb{R}^{N}$ and $t \geq 0$. Therefore, all assumptions of the preceding results in Section 7 are satisfied. We can write

$$
P_{t}^{\Gamma}(0, .)^{\wedge}(y)=e^{-t|y|^{2}}=\sum_{\nu \in \mathbb{Z}_{+}^{N}} \frac{(-t)^{|\nu|}}{\nu!} y^{2 \nu} \quad \text { for } t \geq 0, y \in \mathbb{R}^{N} \text {. }
$$

Lemma 7.3(2) yields that

$$
\begin{equation*}
E\left(m_{2 \nu}\left(X_{t}\right)\right)=m_{2 \nu}\left(P_{t}^{\Gamma}(0, .)\right)=\frac{(2 \nu)!}{\nu!} t^{|\nu|} \quad\left(\nu \in \mathbb{Z}_{+}^{N}, t \geq 0\right) \tag{7.15}
\end{equation*}
$$

as well as $E\left(m_{\nu}\left(X_{t}\right)\right)=0$, whenever at least one component of $\nu$ is odd. In fact, this exactly extends the result known for classical $N$-dimensional normal distributions.

If we apply Proposition 7.5(1) and Remark 7.6(1), we conclude that the processes $\left(m_{e_{t}}\left(X_{t}\right)\right)_{t \geq 0}$ as well as the coordinate processes $\left(X_{t}^{l}\right)_{t \geq 0}$ are martingales for $l \in\{1, \ldots, N\}$. M oreover, Proposition 7.5(2), together with $E\left(m_{e_{l}}\left(X_{t}\right)\right)=0$, yields that

$$
\left(m_{e_{l}+e_{j}}\left(X_{t}\right)-E\left(m_{e_{l}+e_{j}}\left(X_{t}\right)\right)\right)_{t \geq 0}
$$

is a martingale for all $l, j \in\{1, \ldots, N\}$. As the moment functions $m_{e_{j}+e_{l}}$ form a basis of $\mathscr{P}_{2}$, it follows that for all $l, j \in\{1, \ldots, N\}$, the processes

$$
\left(X_{t}^{l} \cdot X_{t}^{j}-E\left(X_{t}^{l} \cdot X_{t}^{j}\right)\right)_{t \geq 0}
$$

are martingales. For higher moments, results of this type will be more complicated; we deal with this problem in the next section.

Remark 7.8. As mentioned above, it is an interesting problem whether there exists a convolution $*$ on the Banach space $M_{b}\left(\mathbb{R}^{N}\right)$ associated with the D unkl transform, i.e, with $(\mu * \nu)^{\wedge}=\hat{\mu} \cdot \hat{\nu}$ for all $\mu, \nu \in M_{b}\left(\mathbb{R}^{N}\right)$. If $*$ existed, then all $k$-invariant M arkov kernels would satisfy $P\left(x_{1}.\right)=$ $\epsilon_{x} * P(0,$.$) for x \in \mathbb{R}^{N}$. M oreover, by Lemma 7.4, the moment functions $m_{\nu}$ would satisfy

$$
\begin{equation*}
\boldsymbol{\epsilon}_{x} * \epsilon_{y}\left(m_{\nu}\right)=\sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(x) m_{\nu-\rho}(y) \quad\left(x, y \in \mathbb{R}^{N}, \nu \in \mathbb{Z}_{+}^{N}\right) . \tag{7.16}
\end{equation*}
$$

Linear extension of (7.16) would lead to $\epsilon_{x} * \epsilon_{y}$ for arbitrary polynomials in $\mathscr{P}$. On the other hand, it is possible to go the converse way and to define a weak form of a generalized translation via (7.16). This can be performed as in [Be] for the one-dimensional setting by using the
estimation

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} m_{\nu}^{2} d P_{t}^{\Gamma}(0, .) \leq(4 t)^{|\nu|} \cdot \nu!\quad\left(t>0, \nu \in \mathbb{Z}_{+}^{N}\right) \tag{7.17}
\end{equation*}
$$

In fact, (7.17) is a consequence of Proposition 7.2(2), Eq. (7.15), and the relation $(2 \nu)!\leq 4^{|\nu|} \cdot(\nu!)^{2}$.

## 8. APPELL CHARACTERS AND HERMITE POLYNOMIALS

Based on the moment funtions of the previous section and certain generating functions, we construct two systems $\left(R_{\nu}\right)_{\nu \in \mathbb{Z}_{+}^{N}}$ and $\left(S_{\nu}\right)_{\nu \in \mathbb{Z}^{N}}$ of functions on $\mathbb{R} \times \mathbb{R}^{N}$ associated with the $k$-Gaussian semigroup $\left(P_{t}^{\Gamma}\right)_{t \geq 0}^{+}$. These systems, called Appell characters and cocharacters, satisfy several useful algebraic relations. A mong other results, we present a new proof for a generalized version of a formula of $M$ acdonald [ $M$ ], which is due to Dunkl [D3]. Our approach is motivated by related concepts in algebraic probability theory and white-noise analysis; see [A DK S, F-S, B-K 1, B-K 2], and references there. The notation of A ppell (co-)characters has its origin in the umbral calculus; see [Rom]. Parts of this section are also published in [R-V 2].

A several of these results can be obtained for more general $k$-invariant semigroups than just the Gaussian ones without additional effort, we start with some concepts in a general setting. Later on we shall restrict our attention to the $k$-Gaussian case only.

### 8.1. Appell Characters

For $n \geq 1$, let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ such that $P_{t}(x,.) \in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ holds for all $t \geq 0$ and $x \in \mathbb{R}^{N}$. Let $\varphi$ be the associated negative definite function. We know from Lemma 7.3 and Proposition 4.4 that $P_{t}(0, .)^{\wedge}(y)=e^{-t \varphi(y)}$ is $n$ times continuously partially differentiable with respect to $y$ for all $t \geq 0$. Therefore,

$$
y \mapsto \frac{K(x,-i y)}{P_{t}(0, .)^{\wedge}(y)}=K(x,-i y) \cdot e^{t \varphi(y)}
$$

is $n$ times continuously partially differentiable for all $t \geq 0$ and $x \in \mathbb{R}^{N}$. By Taylor's formula,

$$
\begin{equation*}
K(x,-i y) \cdot e^{t \varphi(y)}=\sum_{\nu \in \mathbb{Z}_{+,}^{N},|\nu| \leq n} \frac{(-i y)^{\nu}}{\nu!} R_{\nu}(t, x)+o\left(|y|^{n}\right) \quad \text { for } y \rightarrow 0 \tag{8.1}
\end{equation*}
$$

where the functions $R_{\nu}$ are determined uniquely and satisfy

$$
\begin{align*}
R_{\nu}(t, x) & =\left.i^{|\nu|} \partial_{y}^{\nu}\left(K(x,-i y) \cdot e^{t \varphi(y)}\right)\right|_{y=0} \\
& =\left.\left.i^{|\nu|} \sum_{\rho \in \mathbb{Z}_{+}^{N}, \rho \leq \nu}\binom{\nu}{\rho} \partial_{y}^{\rho}(K(x,-i y))\right|_{y=0} \cdot \partial_{y}^{\nu-\rho}\left(e^{t \varphi(y)}\right)\right|_{y=0} \\
& =\sum_{\rho \in \mathbb{Z}_{+,}^{N}, \rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(x) \cdot a_{\nu-\rho}^{\varphi}(t) . \tag{8.2}
\end{align*}
$$

For the last equation Eq. (7.3) was used, and

$$
\begin{equation*}
a_{\lambda}^{\varphi}(t):=\left.i^{|\lambda|} \cdot \partial^{\lambda}\left(e^{t \varphi(y)}\right)\right|_{y=0} \quad\left(\lambda \in \mathbb{Z}_{+}^{N},|\lambda| \leq n\right) \tag{8.3}
\end{equation*}
$$

is a real-valued polynomial in $t \in \mathbb{R}$ of degree at most $|\lambda|$. Note that by Lemma 7.3(2), $a_{\lambda}^{\varphi}(-t)=m_{\nu}\left(P_{t}(0,).\right) \in \mathbb{R}$ for $t \geq 0$. Clearly, formulas (8.2) and (8.3) also make sense for all $t \in \mathbb{R}$. In summary, the functions $R_{\nu}$ ( $\nu \in \mathbb{Z}_{+}^{N}$ ) are real polynomials in ( $N+1$ ) variables of degree $|\nu|$, and for each fixed $t \in \mathbb{R}, R_{\nu}(t,$.$) is a real polynomial of degree |\nu|$. We call the polynomials $R_{\nu}$ the Appell characters associated with the semigroup $\left(P_{t}\right)_{t \geq 0}$ (where the reflection group $W$ with multiplicity function $k$ is assumed to be fixed).

Lemma 8.1. In the setting of Section 8.1, the following holds for all $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n:$
(1) Inversion formula: For all $x \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$,

$$
m_{\nu}(x)=\sum_{\rho \in \mathbb{Z}_{+1}^{N}, \rho \leq \nu}\binom{\nu}{\rho} R_{\rho}(t, x) \cdot a_{\nu-\rho}^{\varphi}(-t) .
$$

(2) For all $t \in \mathbb{R}$ and $0 \leq l \leq n$, the family $\left(R_{\nu}(t, .)\right)_{\nu \in \mathbb{Z}_{+}^{N},|\nu| \leq l}$ is a basis of the space $\oplus_{j=0}^{l} \mathscr{P}_{j}$ of all polynomials of degree at most $l$.
(3) For $x \in \mathbb{R}^{N}$ and $t \geq 0$,

$$
\int_{\mathbb{R}^{N}} R_{\nu}(t, y) d P_{t}(x, .)(y)=m_{\nu}(x) .
$$

(4) For all $x \in \mathbb{R}^{N}, t \in \mathbb{R}$, and $j \in\{1, \ldots, N\}, T_{j} R_{\nu+e}(t, x)=$ $\left(\nu_{j}+1\right) \cdot R_{\nu}(t, x)$; here the Dunkl operator $T_{j}$ acts with respect to the variable $x$.

Proof. (1) U sing (8.1) and (8.3), we obtain for $y$ small enough that

$$
\begin{aligned}
K(x,-i y)= & e^{-t \varphi(y)} \cdot\left(e^{t \varphi(y)} K(x,-i y)\right) \\
= & \left(\sum_{|\lambda| \leq n} \frac{a_{\lambda}^{\varphi}(-t)}{\lambda!}(-i y)^{\lambda}+o\left(|y|^{n}\right)\right) \\
& \times\left(\sum_{|\rho| \leq n} \frac{(-i y)^{\rho}}{\rho!} R_{\rho}(t, x)+o\left(|y|^{n}\right)\right) \\
= & \sum_{|\nu| \leq n}\left(\sum_{\rho \leq \nu}\binom{\nu}{\rho} a_{\nu-\rho}^{\varphi}(-t) R_{\rho}(t, x)\right) \frac{(-i y)^{\nu}}{\nu!}+o\left(|y|^{n}\right) .
\end{aligned}
$$

A comparison of this expansion with Eq. (7.2) leads to Part (1).
(2) This follows from Part (1) of this lemma and the fact that $\left(m_{\nu}\right)_{|\nu|=l}$ is a basis of $\mathscr{P}_{l}$.
(3) Recall that $m_{\lambda}\left(P_{t}(0,).\right)=a_{\lambda}^{\varphi}(-t)$. Thus Eq. (8.2) and Lemma 7.4(1) yield that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} & R_{\nu}(t, y) d P_{t}(x, .)(y) \\
& =\sum_{\rho \leq \nu}\binom{\nu}{\rho} a_{\nu-\rho}^{\varphi}(t) \cdot \int_{\mathbb{R}^{N}} m_{\rho}(y) d P_{t}(x, .)(y) \\
& =\sum_{\rho \leq \nu}\binom{\nu}{\rho} a_{\nu-\rho}^{\varphi}(t) \cdot\left(\sum_{\lambda \leq \rho}\binom{\rho}{\lambda} m_{\lambda}\left(P_{t}(0, .)\right) \cdot m_{\rho-\lambda}(x)\right) \\
& =\sum_{\rho \leq \nu}\binom{\nu}{\rho} a_{\nu-\rho}^{\varphi}(t) \cdot\left(\sum_{\lambda \leq \rho}\binom{\rho}{\lambda} a_{\lambda}^{\varphi}(-t) \cdot m_{\rho-\lambda}(x)\right) .
\end{aligned}
$$

The assertion now follows from Part (1).
(4) By Eq. (8.2) and Proposition 7.2(1),

$$
\begin{aligned}
T_{j} R_{\nu+e_{j}} & =\sum_{\rho \leq \nu+e_{j}}\binom{\nu+e_{j}}{\rho} T_{j} m_{\rho} \cdot a_{\nu+e_{j}-\rho}^{\varphi}=\sum_{\rho \leq \nu}\binom{\nu+e_{j}}{\rho+e_{j}}\left(\rho_{j}+1\right) m_{\rho} \cdot a_{\nu-\rho}^{\varphi} \\
& =(\nu+1) \cdot \sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho} \cdot a_{\nu-\varphi}^{\varphi}=\left(\nu_{j}+1\right) \cdot R_{\nu} .
\end{aligned}
$$

Theorem 8.2. Let $n \geq 1$ and suppose that $\left(P_{t}\right)_{t \geq 0}$ is a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ such that $P_{t}(x,.) \in M_{n}^{1}\left(\mathbb{R}^{N}\right)$ for all $t>0$ and $x \in \mathbb{R}^{N}$. Let $\left(X_{t}\right)_{t \geq 0}$ be a $k$-invariant Markov process on $\mathbb{R}^{N}$ associated with $\left(P_{t}\right)_{t \geq 0}$. Then for each $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n$, the process $\left(R_{\nu}\left(t, X_{t}\right)\right)_{t \geq 0}$ is a martingale.

Proof. We prove more generally that for all $y \in \mathbb{R}^{N}$ and $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n$, the process

$$
\begin{equation*}
\left(W_{t}^{\nu, y}:=\partial_{y}^{\nu}\left(K\left(X_{t},-i y\right) \cdot e^{t \varphi(y)}\right)\right)_{t \geq 0} \tag{8.4}
\end{equation*}
$$

is a martingale. The theorem then follows for $y=0$; see Eq. (8.2).
The statement above will be proved by induction on $|\nu|$. In fact, the case $\nu=0$ is shown in Proposition 6.1. Now take $j \in\{1, \ldots, N\}$ and let $e_{j} \in$ $\mathbb{Z}_{+}^{N} \subset \mathbb{R}^{N}$ be the $j$ th unit vector. A ssume that $\left(W_{t}^{\nu, y}\right)_{t \geq 0}$ is a martingale for all $y \in \mathbb{R}^{N}$ and some $\nu \in \mathbb{Z}_{+}^{N}$ with $|\nu| \leq n$. To prove that $\left(W_{t}^{\nu+e_{j}, y}\right)_{t \geq 0}$ is a martingale, we observe that for $t \geq 0$,

$$
\lim _{h \rightarrow 0} \frac{1}{h}\left(W_{t}^{\nu, y}-W_{t}^{\nu, y+h \cdot e_{j}}\right)=W_{t}^{\nu+e_{j}, y} \quad \text { pointwise. }
$$

M oreover, by the mean value theorem, we find $r=r\left(\nu, X_{t}, y, h\right) \in[0, h]$ such that

$$
\begin{equation*}
\left|\frac{1}{h}\left(W_{t}^{\nu, y}-W_{t}^{\nu, y+h \cdot e_{j}}\right)\right|=\left|W_{t}^{\nu+e_{j}, y+r \cdot e_{j}}\right| \leq \sum_{s=1}^{|\nu|+1} d_{s}\left|X_{t}\right|^{s} \tag{8.5}
\end{equation*}
$$

with bounded constants $d_{s}$ for $\left.\left.h \in\right] 0,1\right]$. In fact, the last inequality above follows from Eq. (8.4) and the estimations of Theorem 2.2(2). The integrability conditions on $\left(X_{t}\right)_{t \geq 0}$ and (8.5) ensure that the dominated convergence theorem may be applied to the limit above; hence,

$$
\lim _{h \rightarrow 0}\left\|\frac{1}{h}\left(W_{t}^{\nu, y}-W_{t}^{\nu, y+h \cdot e_{j}}\right)-W_{t}^{\nu+e_{j}, y}\right\|_{1}=0 \quad \text { for all } t \geq 0 .
$$

It follows for the filtration $\left(\mathscr{F}_{t}\right)_{t \geq 0}$ associated with the process $\left(X_{t}\right)_{t \geq 0}$ that for $s, t \geq 0$,

$$
E\left(\left.\frac{1}{h_{s}}\left(W_{s+t}^{\nu, y}-W_{s+t}^{\nu, y+h_{s} e_{j}}\right) \right\rvert\, \mathscr{F}_{t}\right) \rightarrow E\left(W_{s+t}^{\nu+e_{j}, y} \mid \mathscr{F}_{t}\right) \quad \text { almost surely }
$$

for any sequence $\left(h_{s}\right)_{s \geq 0}$ with $h_{s} \downarrow 0$. Hence, $\left(W_{t}^{\nu+e_{j}, y}\right)_{t \geq 0}$ is a martingale.

Remarks 8.3. (1) For $|\nu|=1,2$, the martingales $R_{\nu}\left(t, X_{t}\right)$ of Theorem 8.2 agree with the martingales of Proposition 7.5, i.e, Theorem 8.2 generalizes Proposition 7.5. M oreover, Proposition 8.7 below and Theorem 3.1(3) yield that the Appell characters $R_{\nu}^{\Gamma}$ for the $k$-Gaussian semigroup satisfy $\left(\partial_{t}+\Delta_{k}\right) R_{\nu}^{\Gamma}=0$, reflecting the close connection between Theorems 8.2 and 6.4 .
(2) There is a close connection between the A ppell characters $R_{\nu}$ and Dunkl's intertwining operator $V$ : Let $n \geq 0$, and let $\left(P_{t}^{k}\right)_{t \geq 0}$ be a semigroup of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ such that $P_{t}^{\stackrel{\rightharpoonup}{k}}(x,.) \in$ $M_{n}^{1}\left(\mathbb{R}^{N}\right)$ for all $t \geq 0$ and $x \in \mathbb{R}^{N}$. Let $R_{\nu}^{k}$ be the associated A ppell characters for $|\nu| \leq n$. By Theorem 2.2(5), there exist probability measures $\mu_{x} \in M^{1}\left(\mathbb{R}^{N}\right)$ such that the negative definite function $\varphi$ associated with $\left(P_{t}^{k}\right)_{t \geq 0}$ satisfies

$$
e^{-t \varphi(y)}=P_{t}^{k}(0, .)^{\wedge}(y)=\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}} e^{\langle z,-i y\rangle} d \mu_{x}(z) d P_{t}^{k}(0, .)(x)
$$

for $t \geq 0, y \in \mathbb{R}^{N}$. Hence, the functions $e^{-t \varphi}$ are positive definite in the classical sense. Thus, by Bochner's theorem, there is a semigroup $\left(P_{t}^{0}\right)_{t \geq 0}$ of $\left(\mathbb{R}^{N},+\right.$ )-translation invariant (or, 0 -invariant) $M$ arkov kernels on $\mathbb{R}^{N}$. If the associated A ppell characters are denoted by $R^{0}$, we obtain from (8.2) and (7.4) that

$$
\begin{equation*}
R_{\nu}^{k}(t, x)=\sum_{\rho \leq \nu}\binom{\nu}{\rho} m_{\rho}(x) a_{\nu-\rho}^{\varphi}(t)=\sum_{\rho \leq \nu}\binom{\nu}{\rho}\left(V x^{\rho}\right) a_{\nu-\rho}^{\varphi}(t)=V R_{\nu}^{0}(t, x) . \tag{8.6}
\end{equation*}
$$

We restrict our attention to $k$-G aussian semigroups from now on.

### 8.2. Appell Characters of $k$-Gaussian Semigroups

Let $\left(P_{t}^{\mathrm{T}}\right)_{t \geq 0}$ be the $k$-Gaussian semigroup of Section 3, i.e.,

$$
d P_{t}^{\Gamma}(x, .)(y)=\frac{c_{k}}{(4 t)^{\gamma+N / 2}} \cdot e^{-\left(|x|^{2}+|y|^{2}\right) / 4 t} K\left(\frac{x}{\sqrt{2 t}}, \frac{y}{\sqrt{2 t}}\right) \cdot w_{k}(y) d y .
$$

Here all moments exist, and the Taylor expansion (8.1) becomes a power series. The coefficients $a_{\nu}^{\Gamma}(t)$ of the associated A ppell characters $R_{\nu}^{\Gamma}$ satisfy $a_{\nu}^{\Gamma}(-t)=m_{\nu}\left(P_{t}^{\Gamma}(0,).\right)$ for $t \geq 0$. Equation (7.15) and analytic continuation show that for all $t \in \mathbb{R}$,

$$
a_{2 \nu}^{\Gamma}(t)=\frac{(2 \nu)!}{\nu!} \cdot(-t)^{|\nu|} \quad \text { and } \quad a_{\lambda}^{\Gamma}(t)=0 \quad \text { otherwise }
$$

i.e., if at least one component of $\lambda \in \mathbb{Z}_{+}^{N}$ is odd. Therefore,

$$
\begin{equation*}
R_{\nu}^{\Gamma}(t, x)=\sum_{\rho \in \mathbb{Z}_{+,}^{N}, 2 \rho \leq \nu} \frac{\nu!}{(\nu-2 \rho)!\rho!}(-t)^{|\rho|} m_{\nu-2 \rho}(x) \quad \text { for } \nu \in \mathbb{Z}_{+}^{N} . \tag{8.7}
\end{equation*}
$$

In particular, the homogeneity of the moment functions $m_{\nu}$ yields that

$$
\begin{equation*}
R_{\nu}^{\Gamma}(t, x)=\sqrt{t}^{|\nu|} \cdot R_{\nu}^{\Gamma}(1, x / \sqrt{t}) \quad\left(x \in \mathbb{R}^{N}, t>0\right) . \tag{8.8}
\end{equation*}
$$

Examples 8.4. (1) In the classical case $k=0$ with $m_{\nu}(x):=x^{\nu}$, Eq. (8.7) leads to

$$
\begin{equation*}
R_{\nu}^{\Gamma}(t, x)=\sqrt{t}^{|\nu|} \cdot \tilde{H}_{\nu}\left(\frac{x}{2 \sqrt{t}}\right) \quad\left(x \in \mathbb{R}^{N}, \nu \in \mathbb{Z}_{+}^{N}, t \in \mathbb{R}\right) \tag{8.9}
\end{equation*}
$$

where the $\tilde{H}_{\nu}$ are the classical, $N$-dimensional Hermite polynomials defined by

$$
\tilde{H}_{\nu}(x)=\prod_{i=1}^{N} H_{\nu_{i}}\left(x_{i}\right) \quad \text { with } \quad H_{n}(y)=\sum_{j=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{j} n!}{j!(n-2 j)!}(2 y)^{n-2 j} ;
$$

cf. Section 5.5 of [Sz] for the one-dimensional case.
(2) If $N=1, W=\mathbb{Z}_{2}$, and $k \geq 0$, then the results of Example 7.1(2) lead to

$$
R_{2 n}^{\Gamma}(t, x)=(-1)^{n} 2^{2 n} n!t^{n} L_{n}^{(k-1 / 2)}\left(x^{2} / 4 t\right)
$$

and

$$
R_{2 n+1}^{\Gamma}(t, x)=(-1)^{n} 2^{2 n+1} n!t^{n} x L_{n}^{(k+1 / 2)}\left(x^{2} / 4 t\right)
$$

for $n \in \mathbb{Z}_{+}$, where the $L_{n}^{(\alpha)}$ are the Laguerre polynomials (see Section 5.1 of [Sz]) with

$$
L_{n}^{(\alpha)}(x)=\frac{1}{n!} x^{-\alpha} e^{x} \cdot \frac{d^{n}}{d x^{n}}\left(x^{n+\alpha} e^{-x}\right)=\sum_{j=0}^{n}\binom{n+\alpha}{n-j} \frac{(-x)^{j}}{j!} .
$$

The polynomials $\left(R_{n}^{\Gamma}\right)_{n \geq 0}$ are called generalized Hermite polynomials (see, e.g., [Ros]). For each $t>0$ the polynomials ( $\left.R_{n}^{\Gamma}(t),\right)_{n \geq 0}$ are orthogonal with respect to the $k$-G aussian measure

$$
d P_{t}^{\Gamma}(0, .)(x)=\frac{\Gamma(k+1 / 2)}{(4 t)^{k+1 / 2}}|x|^{2 k} e^{-x^{2} / 4 t} d x
$$

A $n$ uninformed reader might suggest from these examples that $k$-G aussian A ppell characters are always orthogonal with respect to the $k$-Gaussian measure $P_{t}^{\Gamma}(0,$.$) for t>0$. We shall see, however, in Remark 8.6 that this is not correct in many cases. We therefore now introduce so-called A ppell cocharacters, which turn out to form biorthogonal systems for the A ppell characters.

### 8.3. Appell Cocharacters of $k$-Gaussian Semigroups

Denote the $P_{t}^{\Gamma}(0,$.$) -density of the k$-Gaussian measure $P_{t}^{\Gamma}(x,$.$) by$ $\theta_{t}(x,$.$) for t>0$. Then

$$
\begin{align*}
\theta_{t}(x, y) & :=\frac{d P_{t}^{\Gamma}(x, .)(y)}{d P_{t}^{\Gamma}(0, .)(y)}=e^{-|x|^{2} / 4 t} K(x, y / 2 t) \\
& =\sum_{n=0}^{\infty} \sum_{|\nu|=n} \frac{m_{\nu}(x)}{\nu!} S_{\nu}^{\Gamma}(t, y), \tag{8.10}
\end{align*}
$$

where, by Proposition 7.2(3), the coefficients $S_{\nu}$ are given by

$$
S_{\nu}^{\Gamma}(t, y)=\left.T_{x}^{\nu}\left(e^{-|x|^{2} / 4 t} K(x, y / 2 t)\right)\right|_{x=0} .
$$

Like the $R_{\nu}^{\Gamma}(t,$.$) , the S_{\nu}^{\Gamma}(t,$.$) are polynomials of degree |\nu|$. The convergence of the series $\sum_{n=0}^{\infty}$ in (8.10) is normal on $\mathbb{C}^{N} \times \mathbb{C}^{N}$ by Proposition 3.8 of [R 2]. The functions $S_{\nu}^{\Gamma}$ are called the Appell cocharacters of the $k$-Gaussian semigroup $\left(P_{t}^{\mathrm{\Gamma}}\right)_{t \geq 0}$.

U sing the homogeneity of $m_{\nu}$, we obtain the following analogue of (8.8):

$$
\begin{equation*}
S_{\nu}^{\Gamma}(t, y)=\left(\frac{1}{\sqrt{t}}\right)^{|\nu|} \cdot S_{\nu}^{\Gamma}(1, y / \sqrt{t}) \quad\left(y \in \mathbb{R}^{N}, t>0\right) \tag{8.11}
\end{equation*}
$$

A comparison of the homogeneous parts of degree $n$ in the expansions (8.1) and (8.10) shows that the linear spaces generated by $\left(S_{\nu}^{\Gamma}(t, .)\right)_{|\nu|=n}$ and $\left(R_{\nu}^{\Gamma}(t),\right){ }_{|\nu|=n}$ are equal for each $t>0$. Hence, by Lemma 8.1(2), $\left(S_{\nu}^{\Gamma}(t,)\right)_{|\nu| \leq n}$ is a basis of $\oplus_{j=0}^{n} \mathscr{P}_{j}$.

A ppell characters and cocharacters are related by the following biorthogonality relation:

Theorem 8.5. Let $t>0, \nu, \rho \in \mathbb{Z}_{+}^{N}$, and let $p \in \mathscr{P}$ be a polynomial of degree less than $|\nu|$. Then

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} R_{\nu}^{\Gamma}(t, y) \cdot S_{\rho}^{\Gamma}(t, y) d P_{t}^{\Gamma}(0,)(y)=\nu!\delta_{\nu, \rho} .  \tag{1}\\
& \int_{\mathbb{R}^{N}} p(y) \cdot S_{\nu}^{\Gamma}(t, y) d P_{t}^{\Gamma}(0, .)(y)=\int_{\mathbb{R}^{N}} p(y) \cdot R_{\nu}^{\Gamma}(t, y) d P_{t}^{\Gamma}(0, .)(y) \tag{2}
\end{align*}
$$

$=0$.

Proof. We use the definition of $\theta_{t}$ and Lemma 8.1(3) and conclude that for $x \in \mathbb{R}^{N}$,

$$
\begin{align*}
m_{\nu}(x) & =\int_{\mathbb{R}^{N}} R_{\nu}^{\Gamma}(t, y) \theta_{t}(x, y) d P_{t}^{\Gamma}(0, .)(y) \\
& =\int_{\mathbb{R}^{N}} \sum_{n=0}^{\infty} \sum_{|\rho|=n} R_{\nu}^{\Gamma}(t, y) S_{\rho}^{\Gamma}(t, y) \frac{m_{\rho}(x)}{\rho!} d P_{t}^{\Gamma}(0, .)(y) \\
& =\sum_{n=0}^{\infty} \sum_{|\rho|=n} \frac{m_{\rho}(x)}{\rho!} \int_{\mathbb{R}^{N}} R_{\nu}^{\Gamma}(t, y) S_{\rho}^{\Gamma}(t, y) d P_{t}^{\Gamma}(0, .)(y), \tag{8.12}
\end{align*}
$$

where we still have to justify that summation and integration commute. For this, we restrict our attention to the case $t=1 / 4$, as the general case then follows by renormalization. We follow the proof of Proposition 3.8 of [R 2] and decompose $\theta_{1 / 4}(x, y)$ into its $x$-homogeneous parts:

$$
\theta_{1 / 4}(x, y)=\sum_{n=0}^{\infty} L_{n}(y, x) \quad \text { with } \quad L_{n}(y, x)=\sum_{|\nu|=n} \frac{m_{\nu}(x)}{\nu!} S_{\nu}^{\Gamma}(1 / 4, y) .
$$

The estimations of Theorem 2.2(2) imply that

$$
\left|L_{2 n}(y, x)\right| \leq \frac{|x|^{2 n}}{n!} \cdot\left(1+2|y|^{2}\right)^{n} \quad \text { for } n \in \mathbb{Z}_{+}
$$

and a similar estimation holds for odd indices. (For details see the proof of 3.8 in [R 2].) Therefore,

$$
\sum_{n=0}^{\infty} \int_{\mathbb{R}^{N}}\left|L_{n}(y, x)\right| R_{\nu}^{\Gamma}(1 / 4, y) d P_{1 / 4}^{\Gamma}(0, .)(y)<\infty .
$$

The dominated convergence theorem now justifies the last step in Eq. (8.12) for $t=1 / 4$, which yields Part (1) of the theorem. Part (2) follows from Part (1), together with Lemma 8.1(2) and the present section.

Remark 8.6. The most important case of the biorthogonality in Theorem 8.5(1) occurs for $t=1 / 2$. It shows that $\left(R_{\nu}^{\Gamma}(1 / 2, .)\right)_{v \in \mathbb{Z}_{N}^{N}}$ is orthogonal with respect to the $k$-G aussian measure $d P_{1 / 2}^{\Gamma}(0,$.$) if and only if$ $R_{\nu}^{\Gamma}(1 / 2, x)=c_{\nu} S_{\nu}^{\Gamma}(1 / 2, x)$ with suitable constants $c_{\nu} \in \mathbb{R}$. A comparison of the expansions (8.1) and (8.10) shows that this is equivalent to $m_{\nu}(x)=$ $c_{\nu} x^{\nu}$. This is in fact obviously true for Examples 8.4. On the other hand, this is not correct for the $S_{N}$ and the $B_{N}$ cases of Examples 7.1 for $N \geq 3$.

The following result reflects the dual nature of $k$-Gaussian characters and cocharacters.

Proposition 8.7. Let $t \in \mathbb{R}, x \in \mathbb{R}^{N}$, and $\nu \in \mathbb{Z}_{+}^{N}$. Then

$$
R_{\nu}^{\Gamma}(t, x)=e^{-t \Delta_{k}} m_{\nu}(x) \quad \text { and } \quad S_{\nu}^{\Gamma}(t, x)=\left(\frac{1}{2 t}\right)^{|\nu|} e^{-t \Delta_{k}} x^{\nu}
$$

Proof. Lemma 8.1(3) and Theorem 3.1(1) yield that $e^{t \Delta_{k}} R_{\nu}^{\Gamma}(t, x)=$ $m_{\nu}(x)$ for $t \geq 0$. This yields the first statement for $t \geq 0$. As both sides there are polynomials in $t$, this holds generally.

Let $\Delta_{k}^{y}$ be the $k$-Laplacian acting on the variable $y$, and let $V_{x}$ be the intertwining operator acting on the variable $x$. Then

$$
\begin{aligned}
e^{t \Delta_{k}^{\nu}}\left(e^{-|x|^{2} / 4 t} K(x, y / 2 t)\right) & =e^{-|x|^{2} / 4 t} \cdot e^{|x|^{2} / 4 t} K(x, y / 2 t) \\
& =K(x, y / 2 t)=V_{x}\left(e^{\langle x, y / 2 t\rangle}\right) .
\end{aligned}
$$

Now consider on both sides the homogeneous part $W_{n}$ of degree $n$ in the variable $x$. Using the left-hand side, we obtain from (8.10) that

$$
W_{n}=e^{t \Delta_{k}^{v}}\left(\sum_{|\nu|=n} \frac{m_{\nu}(x)}{\nu!} S_{\nu}^{\Gamma}(t, y)\right)=\sum_{|\nu|=n} \frac{m_{\nu}(x)}{\nu!} e^{t \Delta_{k}^{\nu}} S_{\nu}^{\Gamma}(t, y) .
$$

M oreover, using the right-hand side, we conclude from Section 2.2 and $V\left(x^{\nu}\right)=m_{\nu}(x)$ that

$$
W_{n}=V_{x}\left(\sum_{|\nu|=n} \frac{x^{\nu}}{\nu!}(y / 2 t)^{\nu}\right)=\sum_{|\nu|=n} \frac{m_{\nu}(x)}{\nu!}(y / 2 t)^{\nu} .
$$

A comparison of the corresponding coefficients leads to the second statement.
We now combine Theorem 8.5 and Proposition 8.7 to rediscover a generalization of a formula of Macdonald [M] due to Dunkl [D2]; our proof is completely different from that in [D2]. We need the following notation: For a multiplicty function $k \geq 0$, the bilinear form $[.,]_{k}$ on $\mathscr{P}$ is given by

$$
[p, q]_{k}:=(p(T) q)(0) \quad \text { for } p, q \in \mathscr{P} .
$$

Corollary 8.8. For all $p, q \in \mathscr{P}$ and $t>0$,

$$
[p, q]_{k}=\frac{1}{(2 t)^{|\nu|}} \cdot \int_{\mathbb{R}^{N}}\left(e^{-t \Delta_{k}} p\right) \cdot\left(e^{-t \Delta_{k}} q\right) d P_{t}^{\Gamma}(0, .)
$$

In particular, $[., .]_{k}$ is positive-definite and symmetric on $\mathscr{P}$.
Proof. Let $t>0$ and $\nu, \rho \in \mathbb{Z}_{+}^{N}$. Then, by Theorem 8.5(1) and Proposition 8.7,

$$
\frac{1}{(2 t)^{|\nu|}} \cdot \int_{\mathbb{R}^{N}}\left(e^{-t \Delta_{k}} x^{\nu}\right) \cdot\left(e^{-t \Delta_{k}} m_{\rho}\right) d P_{t}^{\Gamma}(0, .)=\nu!\cdot \delta_{\nu, \rho} .
$$

On the other hand, as $V$ acts on $\mathscr{P}$ in a homogeneous way:

$$
\left[x^{\nu}, m_{\rho}\right]_{k}=\left(T^{\nu} m_{\rho}\right)(0)=\left(T^{\nu} V x^{\rho}\right)(0)=\left(V\left(\partial^{\nu} x^{\rho}\right)\right)(0)=\nu!\cdot \delta_{\nu, \rho} .
$$

This yields the first statement. The second statement is clear.
We give a further application of Theorem 8.5 for $t=1 / 2$. For this, we employ the adjoint operator $T_{j}^{*}$ of the Dunkl operator $T_{j}(j=1, \ldots, N)$ on $L^{2}\left(\mathbb{R}^{N}, d P_{1 / 2}^{\Gamma}(0,).\right)$, which is given by

$$
\begin{equation*}
T_{j}^{*} f(x)=x_{j} f(x)-T_{j} f(x)=-e^{|x|^{2} / 2} \cdot T_{j}\left(e^{-|x|^{2} / 2} f(x)\right) \quad(f \in \mathscr{P}) ; \tag{8.13}
\end{equation*}
$$

see Lemma 3.7 of [D2]. (The second equation is a consequence of the product rule (Section 2.2(3)).)

Corollary 8.9. For all $\nu \in \mathbb{Z}_{+}^{N}, j=1, \ldots, N, x \in \mathbb{R}^{N}$, and $t>0$,
(1) $S_{\nu+e_{j}}^{\Gamma}(1 / 2, x)=T_{j}^{*} S_{v}^{\Gamma}(1 / 2, x)$.
(2) Rodriguez formula: $S_{\nu}^{\Gamma}(t, x)=(-1)^{|\nu|} e^{\left.|x|\right|^{2} / 4 t} T^{\nu}\left(e^{-|x|^{2} / 4 t}\right)$.

Proof. For simplicity, we suppress the time parameter $t=1 / 2$ in Part (1). Theorem 8.5(1) and Lemma 8.1(4) yield that for all $\rho \in \mathbb{Z}_{+}^{N}$,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} R_{\rho+e_{j}}^{\Gamma} \cdot T_{j}^{*} S_{\nu}^{\Gamma} d P^{\Gamma} & =\int_{\mathbb{R}^{N}} T_{j} R_{\rho+e_{j}}^{\Gamma} \cdot S_{\nu}^{\Gamma} d P^{\Gamma}=\left(\rho_{j}+1\right) \int_{\mathbb{R}^{N}} R_{\rho}^{\Gamma} \cdot S_{\nu}^{\Gamma} d P^{\Gamma} \\
& =\delta_{\rho, \nu} \cdot\left(\rho+e_{j}\right)!=\int_{\mathbb{R}^{N}} R_{\rho+e_{j}}^{\Gamma} \cdot S_{\nu+e_{j}}^{\Gamma} d P^{\Gamma} .
\end{aligned}
$$

As $\mathscr{P}$ is dense in $L^{2}\left(\mathbb{R}^{N}, d P_{1 / 2}^{\Gamma}(0,).\right)$, Part (1) is clear. Part (2) for $t=1 / 2$ follows now from (8.13), and the general case is a consequence of Eq. (8.11).

Theorem 8.5 and orthogonalization within the spaces

$$
V_{n}:=e^{-\Delta_{k} / 4} \mathscr{P}_{n} \subset \mathscr{P}
$$

lead to systems of orthogonal polynomials on $\mathbb{R}^{N}$ with respect to $P_{1 / 4}^{\Gamma}(0,$.$) .$ Such polynomials are called generalized Hermite polynomials; they are discussed in [B-F1, B-F2, VD, L, R 2], and references cited therein. Here we discuss only some main features of these polynomials:

### 8.4. Generalized Hermite Polynomials

Let $\left\{\varphi_{\nu}, \nu \in \mathbb{Z}_{+}^{N}\right\}$ be an orthonormal basis of $\left(\mathscr{P},[.,]_{k}\right)$ with real coefficients and with $\varphi_{\nu} \in \mathscr{P}_{|\nu|}$. As $\mathscr{P}=\oplus_{n \geqslant 0} \mathscr{P}_{n}$ and $\mathscr{P}_{n} \perp \mathscr{P}_{m}$ for $n \neq m$, the $\varphi_{\nu}$ with $|\nu|=n$ can be constructed, for example, by Gram-Schmidt orthogonalization within $\mathscr{P}_{n}$ from an arbitrary ordered real-coefficient basis of $\mathscr{D}_{n}$. The generalized Hermite polynomials $\left\{H_{\nu}, \nu \in \mathbb{Z}_{+}^{N}\right\}$ associated with the basis $\left\{\varphi_{\nu}\right\}$ on $\mathbb{R}^{N}$ are defined by

$$
\begin{equation*}
H_{\nu}(x):=2^{|\nu|} e^{-\Delta_{k} / 4} \varphi_{\nu}(x) \in V_{|\nu|} . \tag{8.14}
\end{equation*}
$$

By a standard argument, $\mathscr{P}$ is dense in $L^{2}\left(\mathbb{R}^{N}, d P_{1 / 4}^{\Gamma}(0,\right.$.$) (see, for in-$ stance, [R3]). It thus follows from Corollary 8.8 that the $\left\{2^{-|\nu| / 2} H_{\nu}\right.$, $\left.\nu \in \mathbb{Z}_{+}^{N}\right\}$ form an orthonormal basis of $L^{2}\left(\mathbb{R}^{N}, d P_{1 / 4}^{\Gamma}(0,).\right)$.

We conclude this section with a list of known properties of generalized Hermite polynomials and of $k$-G aussian A ppell characters and cocharacters.

Proposition 8.10. For all $t \in \mathbb{R}, x, y \in \mathbb{R}^{N}, n \in \mathbb{N}$, and $\nu \in \mathbb{Z}_{+}^{N}$ :
(1) $R_{\nu}^{\Gamma}(t, x)=e^{-t \Delta_{k}} m_{\nu}(x)$ and $S_{\nu}^{\Gamma}(t, x)=\left(\frac{1}{2 t}\right)^{|\nu|} e^{-t \Delta_{k}} x^{\nu}$.
(2) Rodriguez formulas for $R_{\nu}^{\Gamma}$ and $H_{\nu}$ : Let $m_{\nu}(T)$ and $\varphi_{\nu}(T)$ denote the operators that are obtained from $m_{\nu}(x), \varphi_{\nu}(x)$ by replacing the variables $x_{j}$ by the Dunkl operators $T_{j}$. Then

$$
R_{\nu}^{\Gamma}(t, x)=(-2 t)^{|\nu|} e^{|x|^{2} / 4 t} m_{\nu}(T) e^{-|x|^{2} / 4 t}
$$

and

$$
H_{\nu}(x)=(-1)^{|\nu|} e^{|x|^{2}} \varphi_{\nu}(T) e^{-|x|^{2}} .
$$

(3) Eigenfunctions of a CMS-type Schrödinger operator: The functions $R_{\nu}^{\Gamma}(t,$.$) and S_{\nu}^{\Gamma}(t,$.$) satisfy$

$$
\left(4 t \Delta_{k}-2 \sum_{l=1}^{N} x_{l} \partial_{l}\right) f=-2|\nu| \cdot f .
$$

Moreover, $H_{\nu}$ is a solution of this equation for $t=1 / 4$.
(4) The functions $f(x):=e^{-|x|^{2} / 8 t} R_{\nu}^{\Gamma}(t, x)$ and $f(x):=e^{-|x|^{2} / 8 t} S_{\nu}(t, x)$ satisfy

$$
\left(4 t \Delta_{k}-|x|^{2}\right) f=-(2|\nu|+2 \gamma+N) f
$$

Moreover, the Hermite function $h_{\nu}(x):=e^{-|x|^{2} / 2} H_{\nu}(x)$ solves this equation for $t=1 / 4$.
(5) Eigenfunctions of the Dunkl transform: If $p \in V_{n}$ and $h(x)=$ $e^{-|x|^{2} / 2} p(x)$, then $\hat{h}=2^{\gamma+N / 2} c_{k}^{-1}(-i)^{n} h$.
(6) Mehler formula: For all $r \in \mathbb{C}$ with $|r|<1$,

$$
\begin{aligned}
\sum_{\nu \in \mathbb{Z}_{+}^{N}} & \frac{H_{\nu}(x) H_{\nu}(y)}{2^{|\nu|}} r^{|\nu|} \\
& =\sum_{\nu \in \mathbb{Z}_{+}^{N}} \frac{R_{\nu}^{\Gamma}(1 / 4, x) S_{\nu}^{\Gamma}(1 / 4, y)}{\nu!} r^{|\nu|} \\
& =\frac{1}{\left(1-r^{2}\right)^{\gamma+N / 2}} \exp \left\{-\frac{r^{2}\left(|x|^{2}+|y|^{2}\right)}{1-r^{2}}\right\} K\left(\frac{2 r x}{1-r^{2}}, y\right) .
\end{aligned}
$$

Proof. Part (1) is Proposition 8.7, and Part (2) follows from Corollary 8.9; for the Hermite polynomials, it is shown in [R 2]. Part (3) follows for $t=1 / 4$ from Part (1) and Theorem 3.4(1) of [R 2]; renormalization then leads to the case $t>0$, and the general case follows by analytic continuation. Part (4) follows in the same way from Theorem 3.4(2) of [R 2]. Finally, Part (5) and Part (6) for the Hermite case are also shown in [R 2]. The extension in (6) to A ppell characters is a consequence of the identity

$$
K(x, y)=\sum_{\nu} \varphi_{\nu}(x) \varphi_{\nu}(y)=\sum_{\nu} \frac{m_{\nu}(x) \cdot y^{\nu}}{\nu!}
$$

which follows from Lemma 3.1 in [R2] and Eq. (7.2). The proof can now be completed in the same way as in [R2], by an obvious extension of Lemma 3.11 there; we omit the details.

## 9. STRONG LAWS AND TRANSIENCE

In this section we present some limit theorems for $k$-invariant M arkov processes on $\mathbb{R}^{N}$ in continuous and discrete time. Our first result is the iterated logarithm for $k$ - G aussian processes.

Theorem 9.1. Let $\left(X_{t}\right)_{t \geq 0}$ be a $k$-Gaussian, right-continuous process on $\mathbb{R}^{N}$ with $X_{0}=0$ a.e. and with generator $\Delta_{k} / 2$. Then, almost surely,

$$
\limsup _{t \rightarrow \infty} \frac{\left|X_{t}\right|}{\sqrt{2 t \ln (\ln t)}}=1 \quad \text { and } \quad \limsup _{t \rightarrow 0} \frac{\left|X_{t}\right|}{\sqrt{2 t \ln \left(\ln t^{-1}\right)}}=1 .
$$

Proof. As $\left(\left|X_{t}\right|\right)_{t \geq 0}$ is a Bessel process of index $\gamma+N / 2-1 \geq-1 / 2$ Theorem 4.11, the assertion follows from a corresponding result for Bessel processes. This is known to specialists, but for the sake of completeness we include a proof: By the classical law of the iterated logarithm for Brownian motions on $\mathbb{R}^{d}$ (see Section 47 of [Ba]), Bessel processes $\left(B_{t}^{\alpha}\right)_{t \geq 0}$ of index $\alpha=d / 2-1 \geq-1 / 2$ satisfy

$$
\limsup _{t \rightarrow \infty} \frac{B_{t}^{\alpha}}{\sqrt{2 t \ln (\ln t)}}=1 \quad \text { and } \quad \limsup _{t \rightarrow 0} \frac{B_{t}^{\alpha}}{\sqrt{2 t \ln \left(\ln t^{-1}\right)}}=1 \quad \text { a.e. }
$$

To extend this to all $\alpha \geq-1 / 2$, one has to notice that Bessel processes exist for all $\alpha>-1$, and that for independent Bessel processes $\left(B_{t}^{\alpha}\right)_{t \geq 0}$ and $\left(B_{t}^{\beta}\right)_{t \geq 0}$ on a common probability space, $\left(\left(\left(B_{t}^{\alpha}\right)^{2}+\left(B_{t}^{\beta}\right)^{2}\right)^{1 / 2}\right)_{t \geq 0}$ is again a Bessel process of index $\alpha+\beta+1$; see Section XI. 1 of [Rev-Y ]. Hence, for all $\alpha \geq-1 / 2$ we can realize Bessel processes on a common probability space such that

$$
B_{t}^{[2 \alpha] / 2} \leq B_{t}^{\alpha} \leq B_{t}^{([2 \alpha]+1) / 2} .
$$

This completes the proof.
We turn next to strong laws of large numbers for general $k$-invariant $M$ arkov processes. For simplicity, we restrict our attention to processes in discrete time with rather strong moment conditions. To describe the setting, we recapitulate that $M_{2}^{1}\left(\mathbb{R}^{N}\right)$ denotes the space of all probability measures on $\mathbb{R}$ having all moments up to order 2 . Let $\left(P_{n}\right)_{n \geq 1}$ be a sequence of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$ such that $P_{n}(x,.) \in$ $M_{2}^{1}\left(\mathbb{R}^{N}\right)$ holds for all $n \geq 1$ and $x \in \mathbb{R}^{N}$. Then a $k$-invariant (usually time-inhomogeneous) Markov process $\left(X_{n}\right)_{n \geq 0}$ on $\mathbb{R}^{N}$ associated with $\left(P_{n}\right)_{n \geq 1}$ satisfies

$$
P\left(X_{n} \in A \mid X_{n-1}=x\right)=P_{n}(x, A) \quad \text { for } n \geq 1, x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right)
$$

In this case, the following version of Kolmogorov's law of large numbers holds:

Theorem 9.2. Let $\left(X_{n}\right)_{n \geq 0}$ be a $k$-invariant Markov process on $\mathbb{R}^{N}$ with $X_{0}=0$ a.e. and associated with $\left(P_{n}\right)_{n \geq 1}$ as described above. Let $j \in$
$\{1, \ldots, N\}$ and $\left.\left(r_{n}\right)_{n \geq 1} \subset\right] 0, \infty\left[\right.$ be a sequence with $\lim _{n \rightarrow \infty} r_{n}=\infty$ and

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{r_{n}}\left(m_{2 e_{j}}\left(P_{n}(0, .)\right)-\left(m_{e_{j}}\left(P_{n}(0, .)\right)\right)^{2}\right)<\infty . \tag{9.1}
\end{equation*}
$$

Then, almost surely,

$$
\lim _{t \rightarrow \infty} \frac{1}{\sqrt{r_{n}}}\left(m_{e_{j}}\left(X_{n}\right)-E\left(m_{e_{j}}\left(X_{n}\right)\right)\right)=0
$$

Proof. Proposition 7.5 in the discrete-time setting (cf. Remark 7.6(2)) implies that

$$
\begin{aligned}
& \left(m_{2 e_{j}}\left(X_{n}\right)-2 m_{e_{j}}\left(X_{n}\right) \cdot E\left(m_{e_{j}}\left(X_{n}\right)\right)\right. \\
& \left.\quad+2 \cdot E\left(m_{e_{j}}\left(X_{n}\right)\right)^{2}-E\left(m_{2 e_{j}}\left(X_{n}\right)\right)\right)_{n \geq 0}
\end{aligned}
$$

is a martingale, and that for $n \geq 1$,

$$
\begin{aligned}
& {\left[E\left(m_{2 e_{j}}\left(X_{n}\right)\right)-E\left(m_{e_{j}}\left(X_{n}\right)\right)^{2}\right]-\left[E\left(m_{2 e_{j}}\left(X_{n-1}\right)\right)-E\left(m_{e_{j}}\left(X_{n-1}\right)\right)^{2}\right]} \\
& \quad=m_{2 e_{j}}\left(P_{n}(0, .)\right)-\left(m_{e_{j}}\left(P_{n}(0, .)\right)\right)^{2} .
\end{aligned}
$$

As $m_{2 e_{i}} \geq\left(m_{e_{i}}\right)^{2}$ by Proposition 7.2(2), it follows from Jensen's inequality that both sides above and all summands of (9.1) are nonnegative. In particular, we conclude that

$$
\left(Y_{n}:=m_{2 e_{j}}\left(X_{n}\right)-2 m_{e_{j}}\left(X_{n}\right) \cdot E\left(m_{e_{j}}\left(X_{n}\right)\right)+E\left(m_{e_{j}}\left(X_{n}\right)\right)^{2}\right)_{n \geq 0}
$$

is a nonnegative submartingale with

$$
\sum_{n=1}^{\infty} \frac{1}{r_{n}} E\left(Y_{n}-Y_{n-1}\right)=\sum_{n=1}^{\infty} \frac{1}{r_{n}}\left(m_{2 e_{j}}\left(P_{n}(0, .)\right)-\left(m_{e_{j}}\left(P_{n}(0, .)\right)\right)^{2}\right)<\infty .
$$

Chow's law of large numbers (see Corollary 3.3.4 of [St]) now yields that $\lim _{n \rightarrow \infty} Y_{n} / r_{n}=0$ a.e.. A s $m_{2 e_{j}} \geq\left(m_{e_{j}}\right)^{2}$ ensures that

$$
\left(m_{e_{j}}\left(X_{n}\right)-E\left(m_{e_{j}}\left(X_{n}\right)\right)\right)^{2} \leq Y_{n}
$$

the proof is complete.

If assumption (9.1) in Theorem 9.2 holds for all $j=1, \ldots, N$, then the conclusion of the theorem holds for all $j$, and as $\left\langle m_{e_{1}}(x), \ldots, m_{e_{N}}(x)\right\rangle=$ $\left\langle x_{1}, \ldots, x_{N}\right\rangle$, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\sqrt{r_{n}}}\left(X_{n}-E\left(X_{n}\right)\right)=0 \quad \text { a.e., } \tag{9.2}
\end{equation*}
$$

where the abbreviation $E\left(X_{n}\right):=\left(E\left(X_{n}^{1}\right), \ldots, E\left(X_{n}^{N}\right)\right) \in \mathbb{R}^{N}$ is used. In the time-homogeneous case (i.e., the $P_{n}$ are independent of $n$ and equal to some kernel $P$ ), we obtain, in particular, the following:

Corollary 9.3. Let $\left(X_{n}\right)_{n \geq 0}$ be a k-invariant, time-homogeneous Markov process with $X_{0}=0$ and associated with some $k$-invariant Markov kernel P satisfying $P(0,.) \in M_{2}^{1}\left(\mathbb{R}^{N}\right)$. Then

$$
\left.\left.\lim _{n \rightarrow \infty} \frac{1}{n^{\lambda}}\left(X_{n}-E\left(X_{n}\right)\right)=0 \quad \text { a.e. for all } \lambda \in\right] 1 / 2,1\right] .
$$

In the end of this section, we turn to a transience criterion for semigroups of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$. We start with some preparatory notation:

Definition 9.4. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant M arkov kernels on $\mathbb{R}^{N}$.
(1) The semigroup $\left(P_{t}\right)_{t \geq 0}$ is said to be transient if

$$
\kappa f(x):=\int_{0}^{\infty} P_{t} f(x) d t<\infty \quad \text { for all } f \in C_{c}^{+}\left(\mathbb{R}^{N}\right), \quad x \in \mathbb{R}^{N} .
$$

The positive kernel $\kappa$ defined by this equation is called the potential (kernel) for $\left(P_{t}\right)_{t \geq 0}$.
(2) If $\left(P_{t}\right)_{t \geq 0}$ is not transient, then it is called recurrent.
(3) The resolvent measures $\rho_{\lambda} \in M_{b}^{+}\left(\mathbb{R}^{N}\right)$ of $\left(P_{t}\right)_{t \geq 0}$ are given by

$$
\rho_{\lambda}=\int_{0}^{\infty} e^{-\lambda t} P_{t}(0, .) d t \quad \text { for } \lambda>0
$$

It is easily seen via monotone convergence that in each case the resolvents $\rho_{\lambda}$ are related to the potential $\kappa$ by $\kappa f(0)=\lim _{\lambda \rightarrow 0} \rho_{\lambda}(f)$ for $f \in C_{c}\left(\mathbb{R}^{N}\right)$.

Similar to the setting of locally compact abelian groups or commutative hypergroups (see [Be-Fo] and [BI-He]), there exist transience criteria in terms of negative definite functions. We say from now on that a (measurable) function $g: \mathbb{R}^{N} \rightarrow \mathbb{C}$ is locally $w_{k}$-integrable, if $\int_{L}|g(x)| w_{k}(x) d x<\infty$
for all compacta $L \subset \mathbb{R}^{N}$. With this notation, we have the following theorem:

Theorem 9.5. Let $\left(P_{t}\right)_{t \geq 0}$ be a semigroup of $k$-invariant Markov kernels on $\mathbb{R}^{N}$ with negative definite function $\varphi \in C\left(\mathbb{R}^{N}\right)$.
(1) If $\left(P_{t}\right)_{t \geq 0}$ is transient, then $\operatorname{Re}(1 / \varphi)$ is locally $w_{k}$-integrable.
(2) If $(1 / \varphi)$ is locally $w_{k}$-integrable, then $\left(P_{t}\right)_{t \geq 0}$ is transient with $\|\kappa f\|_{\infty}<\infty$ for all $f \in C_{c}^{+}\left(\mathbb{R}^{N}\right)$.

Proof. (1) Combining Lemma 4.2(3) and Proposition 4.4(3), we first observe that $\operatorname{Re} \varphi \geq 0$, and hence $\operatorname{Re}(1 / \varphi) \geq 0$. For a fixed compactum $L \subset \mathbb{R}_{\hat{N}}$, we choose $f \in C_{c}^{+}\left(\mathbb{R}^{N}\right)$ with $\hat{f} \in C_{0}^{+}\left(\mathbb{R}^{N}\right) \cap L^{1}\left(\mathbb{R}^{N}, w_{k}(x) d x\right)$ and $\hat{f} \geq 1$ on $L$ according to Lemma 2.5. Therefore, Fatou's lemma, Theorem 2.6(2), as well as

$$
\begin{equation*}
\hat{\rho}_{\lambda}(y)=\int_{0}^{\infty} P_{t}(0, .)^{\wedge}(y) e^{-t \lambda} d t=\int_{0}^{\infty} e^{-t(\varphi(y)+\lambda)} d t=\frac{1}{\lambda+\varphi(y)} \tag{9.3}
\end{equation*}
$$

lead to

$$
\begin{aligned}
\int_{L} \operatorname{Re}(1 / \varphi(x)) w_{k}(x) d x & =\int_{L \lambda \downarrow 0} \operatorname{Re}\left(\frac{1}{\lambda+\varphi(x)}\right) w_{k}(x) d x \\
& \leq \int_{\mathbb{R}^{N}} \liminf _{\lambda \downarrow 0} \operatorname{Re}\left(\frac{1}{\lambda+\varphi(x)}\right) \hat{f}(x) w_{k}(x) d x \\
& \leq \liminf _{\lambda \downarrow 0} \int_{\mathbb{R}^{N}} \hat{f}(x) \operatorname{Re}\left(\frac{1}{\lambda+\varphi(x)}\right) w_{k}(x) d x \\
& \leq \lim _{\lambda \downarrow 0} \frac{1}{2} \int_{\mathbb{R}^{N}} f^{\wedge \wedge} d\left(\rho_{\lambda}+\rho_{\lambda}^{-}\right)<\infty .
\end{aligned}
$$

Part (1) is now clear.
(2) Now assume that $1 / \varphi$ is locally $w_{k}$-integrable. For $f \in C_{c}^{+}\left(\mathbb{R}^{N}\right)$ we find $g \in C_{c}^{+}\left(\mathbb{R}^{N}\right)$ with $f \leq \hat{g}$ on $\mathbb{R}^{N}$ by Lemma 2.5. Hence, Theorem 2.6(2), the dominated convergence theorem, and Theorem 2.2(2) imply that
for all $x \in \mathbb{R}^{N}$,

$$
\begin{aligned}
\kappa f(x) & \leq \kappa \hat{g}(x) \leq \limsup _{\lambda \downarrow 0} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} \hat{g}(y) d P_{t}(x, .)(y) e^{-\lambda t} d t \\
& =\limsup _{\lambda \downarrow 0} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} g(y) P_{t}(x, .)^{\wedge}(y) w_{k}(y) d y e^{-\lambda t} d t \\
& =\limsup _{\lambda \downarrow 0} \int_{\mathbb{R}^{N}} \frac{g(y)}{\lambda+\varphi(y)} K(-i x, y) w_{k}(y) d y \\
& =\int_{\mathbb{R}^{N}} \frac{g(y)}{\varphi(y)} K(-i x, y) w_{k}(y) d y \\
& \leq \int_{\mathbb{R}^{N}} \frac{g(y)}{|\varphi(y)|} w_{k}(y) d y<\infty,
\end{aligned}
$$

which gives the transience as claimed.
Corollary 9.6. A semigroup of $k$-Gaussian kernels on $\mathbb{R}^{N}$ is transient if and only if $2 \gamma+N>2$.
Proof. The negative definite function is here given by $\varphi(x)=|x|^{2}$. Hence, for $2 \gamma+N>2$,

$$
\begin{aligned}
\int_{|x| \leq 1} \frac{1}{\varphi(x)} w_{k}(x) d x & =\int_{|x| \leq 1}|x|^{-2} \prod_{\alpha \in R_{+}}|\langle\alpha, x\rangle|^{2 k(\alpha)} d x \\
& \leq C \int_{|x| \leq 1}|x|^{2 \gamma-2} d x<\infty
\end{aligned}
$$

with a suitable constant $C$. On the other hand, if $2 \gamma+N \leq 2$, then either $N=2$ with $\gamma=0$ or $N=1$ with $\gamma \leq 1 / 2$, i.e., a classical two-dimensional recurrent Gaussian semigroup emerges, or, in the second case, one has $\int_{-1}^{1} x^{-2} w_{k}(x) d x=\int_{-1}^{1} x^{2 \gamma-2} d x=\infty$, which also yields recurrence.

The negative definite function of a $k$-Cauchy process is $\varphi(x)=c|x|$ for some $c>0$; hence:

Corollary 9.7. $A k$-Cauchy semigroup on $\mathbb{R}^{N}$ is recurrent if and only if $N=1$ and $k=0$.

Remark 9.8. It is well known that a convolution semigroup on a locally compact abelian group is transient if and only if the associated negative definite function $\varphi$ has the property that $\operatorname{Re}(1 / \varphi)$ is locally integrable. We
do not know whether this stronger result holds also in the Dunkl setting. On the other hand, Theorem 9.5 is completely sufficient in the context of this paper, as we here consider only examples of semigroups with realvalued negative definite functions.

## 10. GENERALIZED ORNSTEIN-UHLENBECK PROCESSES

In this section we show how the $k$-G aussian processes and semigroups of Sections 3 and 4 lead to $k$-analogues of classical multidimensional Ornstein-U hlenbeck processes and semigroups in a natural way. There are different approaches to classical Ornstein-U hlenbeck processes:
(a) O rnstein-U hlenbeck semigroups can be defined in terms of heat semigroups.
(b) The generators of the associated positive, strongly continuous contraction semigroups on $C_{0}\left(\mathbb{R}^{N}\right)$ are the "oscillator-operators" $c \Delta$ $\alpha \sum_{i=1}^{N} x_{i} \partial_{i}$ with parameters $c, \alpha>0$.
(c) The pathwise definition of stationary Ornstein-U hlenbeck is in terms of a Brownian motion on $\mathbb{R}^{N}$.
(d) Ornstein-U hlenbeck processes are solutions of certain stochastic differential equations.

Because of technical difficulties in approach (d), we deal here only with aspects (a)-(c). We start with (a). A s usual, let a reflection group $W$ and multiplicity function $k \geq 0$ be fixed.

## 10.1. $k$-Ornstein-Uhlenbeck Semigroups of Markov Kernels

Let $\left(P_{t}^{\Gamma}\right)_{t \geq 0}$ be the $k$-Gaussian semigroup of Section 3.3. The $k$-Orn-stein-U hlenbeck M arkov kernels $\left(P_{t}^{O}\right)_{t \geq 0}$ with parameters $c, \alpha>0$ are defined by

$$
P_{t}^{O}(x, A):=P_{\left(1-e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha t} x, A\right) \quad\left(x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right)\right) .
$$

Lemma 10.1. For all parameters $\alpha, c>0,\left(P_{t}^{O}\right)_{t \geq 0}$ is a semigroup of Markov kernels on $\mathbb{R}^{N}$.

Proof. Obviously, each $P_{t}^{O}$ is a Markov kernel. We know from Section 3.3 that the $k$-Gaussian M arkov kernels $\left(P_{t}^{\mathrm{\Gamma}}\right)_{t \geq 0}$ form a semigroup of M arkov kernels with the homogeneity property

$$
\begin{equation*}
P_{r^{2} t}(r x, r A)=P_{t}(x, A) \quad \text { for } x \in \mathbb{R}^{N}, A \in \mathscr{B}\left(\mathbb{R}^{N}\right), r, t>0 . \tag{10.1}
\end{equation*}
$$

This implies that for all $s, t>0, x \in \mathbb{R}^{N}$, and $A \in \mathscr{B}\left(\mathbb{R}^{N}\right)$,

$$
\begin{aligned}
P_{s}^{O} \circ & P_{t}^{O}(x, A) \\
& =\int_{\mathbb{R}^{N}} P_{t}^{O}(z, A) P_{s}^{O}(x, d z) \\
& =\int_{\mathbb{R}^{N}} P_{\left(1-e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha t} z, A\right) P_{\left(1-e^{-2 \alpha s}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha s} x, d z\right) \\
& =\int_{\mathbb{R}^{N}} P_{\left(1-e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}(y, A) P_{e^{-2 \alpha t}\left(1-e^{-2 \alpha s}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha(s+t)} x, d y\right) \\
& =P_{\left(1-e^{-2 \alpha t}+e^{-2 \alpha t}-e^{-2 \alpha(s+t)}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha(s+t)} x, A\right)=P_{s+t}^{O}(x, A) .
\end{aligned}
$$

Proposition 10.2. For all $c, \alpha>0$, the integral operators

$$
H^{O}(t) f(x):=\int_{\mathbb{R}^{N}} f(y) P_{t}^{O}(x, d y) \quad(t \geq 0)
$$

form a positive, strongly continuous contraction semigroup on $C_{0}\left(\mathbb{R}^{N}\right)$ with generator

$$
G^{O} f(x):=\left(c \Delta_{k}-\alpha \sum_{i=1}^{N} x_{i} \partial_{i}\right) f(x) \quad \text { for } f \in C_{c}^{2}\left(\mathbb{R}^{N}\right) .
$$

Proof. By construction and by Lemma 10.1, $\left(H^{O}(t)\right)_{t \geq 0}$ is a semigroup consisting of positive contraction operators on $C_{0}\left(\mathbb{R}^{N}\right)$. To see the strong continuity, we note that the operators $H^{O}(t)$ are related to the heat operators $H(t)$ of Section 3.2 by

$$
\begin{align*}
H^{O}(t) f(x)=H( & \left.\frac{1-e^{-2 \alpha t}}{2 \alpha} \cdot c\right) f\left(e^{-\alpha t} x\right) \\
& \left(x \in \mathbb{R}^{N}, t \geq 0, f \in C_{0}\left(\mathbb{R}^{N}\right)\right), \tag{10.2}
\end{align*}
$$

and recall that the semigroup $(H(t))_{t \geq 0}$ is strongly continuous. Now fix $f \in C_{0}\left(\mathbb{R}^{N}\right)$. Then

$$
\sup _{x \in \mathbb{R}^{N}}\left|f\left(e^{-\alpha t} x\right)-f(x)\right| \rightarrow 0 \quad \text { for } t \downarrow 0
$$

and hence

$$
\begin{array}{r}
\sup _{x \in \mathbb{R}^{N}}\left|H^{O}(t) f(x)-f(x)\right|=\sup _{x \in \mathbb{R}^{N}}\left|H\left(\frac{1-e^{-2 \alpha t}}{2 \alpha} \cdot c\right) f\left(e^{-\alpha t} x\right)-f(x)\right| \\
\leq\left\|H\left(\frac{1-e^{-2 \alpha t}}{2 \alpha} \cdot c\right) f-f\right\|_{\infty}+\sup _{x \in \mathbb{R}^{N}}\left|f\left(e^{-\alpha t} x\right)-f(x)\right| \rightarrow 0
\end{array}
$$

for $t \downarrow 0$ as claimed. The proof of the generator formula is similar; we have

$$
\begin{align*}
\frac{H^{o}(t) f(x)-f(x)}{t}= & \frac{H(\tau) f\left(e^{-\alpha t} x\right)-f\left(e^{-\alpha t} x\right)}{\tau} \cdot \frac{\tau}{t} \\
& +\frac{f\left(e^{-\alpha t} x\right)-f(x)}{t} \tag{10.3}
\end{align*}
$$

with $\tau:=c\left(1-e^{-2 \alpha t}\right) /(2 \alpha)$. For $t \downarrow 0$,

$$
\tau / t \rightarrow c \quad \text { and } \quad(H(\tau) f-f) / \tau \rightarrow \Delta_{k} f \text { uniformly; }
$$

it follows that the first summand in (10.3) tends to $c \Delta_{k} f$ uniformly for $t \downarrow 0$. Moreover, the mean value theorem ensures that there exists $\lambda_{t} \in$ [ $\left.e^{-\alpha t}, 1\right]$ with

$$
\frac{f\left(e^{-\alpha t} x\right)-f(x)}{t}=\left\langle\nabla f\left(\lambda_{t} x\right), x\right\rangle \cdot \frac{e^{-\alpha t}-1}{t},
$$

which uniformly tends to $-\alpha\langle\nabla f(x), x\rangle$ for $t \downarrow 0$. This finishes the proof.
Proposition 10.3. For each $f \in C_{b}\left(\mathbb{R}^{N}\right)$, the function

$$
u(x, t):=H^{o}(t) f(x)=\int_{\mathbb{R}^{N}} f(y) P_{t}^{o}(x, d y)
$$

is a $C_{b}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$-solution of the Cauchy problem

$$
u_{t}=\left(c \Delta_{k}-\alpha \sum_{i=1}^{N} x_{i} \partial_{i}\right) u
$$

on $\left.\mathbb{R}^{N} \times\right] 0, \infty\left[\right.$ with initial data $u(x, 0)=f(x)$ for $x \in \mathbb{R}^{N}$.
Proof. We write $u(x, t)=H\left(c \cdot\left(1-e^{-2 \alpha t}\right) / 2 \alpha\right) f\left(e^{-\alpha t} x\right)$ and recall from Section 3.2 that $w(t, x):=H(t) f(x)$ belongs to $C_{b}\left(\mathbb{R}^{N} \times[0, \infty[)\right.$ and
satisfies $\partial_{t} w=\Delta_{k} w$. Therefore,

$$
\begin{align*}
u_{t}(x, t)= & c \cdot e^{-2 \alpha t} w_{t}\left(e^{-\alpha t} x, \frac{1-e^{-2 \alpha t}}{2 \alpha} \cdot c\right) \\
& +\sum_{i=1}^{N} w_{x_{i}}\left(e^{-\alpha t} x, \frac{1-e^{-2 \alpha t}}{2 \alpha} \cdot c\right) \cdot\left(-\alpha x_{i}\right) \cdot e^{-\alpha t} \\
= & c \cdot \Delta_{k} u(x, t)-\alpha \sum_{i=1}^{N} x_{i} u_{x_{i}}(x, t) \tag{10.4}
\end{align*}
$$

Remark 10.4. The M ehler formula (Proposition 8.10(6)) for generalized Hermite polynomials says that

$$
\Gamma_{k}\left(e^{-2 t} x, y, \frac{1-e^{-4 t}}{4}\right)=c_{k} e^{-|y|^{2}} M\left(x, y, e^{-2 t}\right) \quad\left(t>0, x, y \in \mathbb{R}^{N}\right)
$$

with the M ehler kernel

$$
M(x, y, r):=\sum_{\nu \in \mathbb{Z}_{+}^{N}} \frac{H_{\nu}(x) H_{\nu}(y)}{2^{|\nu|}} \cdot r^{|\nu|} \quad\left(|r|<1, x, y \in \mathbb{R}^{N}\right) .
$$

As the generalized Hermite polynomials satisfy $\left(\Delta_{k}-2 \sum_{i=1}^{N} x_{i} \partial_{i}\right) H_{\nu}=$ $-2|\nu| \cdot H_{\nu}$ for $\nu \in \mathbb{Z}_{+}^{N}$ (see Proposition 8.10(3)), it follows that for each $y \in \mathbb{R}_{\tilde{N}}$, the function $\tilde{M}_{y}(x, t):=M\left(x, y, e^{-2 t}\right)$ satisfies $\left(\Delta_{k}-\right.$ $\left.2 \sum_{i=1}^{N} x_{i} \partial_{i}\right) \tilde{M}_{y}=\partial_{t} \tilde{M}_{y}$. This leads to an alternative proof of Eq. (10.4) above.

## 10.2. $k$-Ornstein-Uhlenbeck Processes

A M arkov process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{N}$ is called a $k$-O rnstein-U hlenbeck process (with parameters $\alpha, c>0$ ) if its transition probabilities are given by the semigroup $\left(P_{t}^{O}\right)_{t \geq 0}$ of Section 10.1. Such a process is called a stationary $k$-O rnstein-U hlenbeck process (with parameters $c, \alpha>0$ ) if its initial distribution is given by

$$
d P_{c / 2 \alpha}^{\Gamma}(0, .)(x)=\Gamma_{k}(0, x, c / 2 \alpha) \cdot w_{k}(x) d x .
$$

This notion is justified by the fact that each stationary $k$-Ornstein$U$ hlenbeck process $\left(X_{t}\right)_{t \geq 0}$ is stationary, i.e., $P_{c / 2 \alpha}^{\Gamma}(0,$.$) is the distribution$
of all $X_{t}, t \geq 0$. In fact, Eq. (10.1) shows that

$$
\begin{aligned}
P\left(X_{t} \in A\right) & =\int_{\mathbb{R}^{N}} P_{t}^{O}(x, A) P_{c / 2 \alpha}^{\Gamma}(0, d x) \\
& =\int_{\mathbb{R}^{N}} P_{\left(1-e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}\left(e^{-\alpha t} x, A\right) P_{c / 2 \alpha}^{\Gamma}(0, d x) \\
& =\int_{\mathbb{R}^{N}} P_{\left(1-e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}(x, A) P_{e^{-2 \alpha t} \cdot c / 2 \alpha}^{\Gamma}(0, d x) \\
& =P_{\left(1-e^{-2 \alpha t}+e^{-2 \alpha t}\right) \cdot c / 2 \alpha}^{\Gamma}(0, A) \\
& =P_{c / 2 \alpha}^{\Gamma}(0, A) .
\end{aligned}
$$

The following result shows that stationary $k$-Ornstein-U hlenbeck processes can be constructed directly from $k$-Gaussian processes:

Lemma 10.5. Let $\left(B_{t}\right)_{t \geq 0}$ be a $k$-Gaussian process on some probability space $(\Omega, \mathscr{A}, P)$ with values in $\mathbb{R}^{N}$. Assume that this process starts in $0 \in \mathbb{R}^{N}$ at time 0 , and that it is associated with the $k$-Gaussian semigroup $\left(P_{t}^{\Gamma}\right)_{t \geq 0}$ of Section 3.3. Then for any $\alpha, \beta>0$,

$$
X_{t}(\omega):=e^{-\alpha t} \cdot B_{\beta \cdot \exp (2 \alpha t)}(\omega) \quad(\omega \in \Omega, t \geq 0)
$$

defines a stationary $k$-Ornstein-Uhlenbeck process with parameters $\alpha$ and $c:=2 \alpha \beta$.

Proof. Obviously, $\left(X_{t}\right)_{t \geq 0}$ is a M arkov process with initial distribution $P_{\beta}^{\Gamma}(0,.) \in M^{1}\left(\mathbb{R}^{N}\right)$. Take $s, t \geq 0, x \in \mathbb{R}^{N}$, and $A \in \mathscr{B}\left(\mathbb{R}^{N}\right)$. The homogeneity $P_{r^{2} t}^{\Gamma}(r x, r A)=P_{t}^{\Gamma}(x, A)$ yields that

$$
\begin{aligned}
P\left(X_{s+t} \in A \mid X_{s}=x\right) & =P\left(B_{\beta \exp (2 \alpha(s+t))} \in e^{\alpha(s+t)} A \mid B_{\beta \exp (2 \alpha s)}=e^{\alpha s} x\right) \\
& =P_{\beta(\exp (2 \alpha(s+t))-\exp (2 \alpha s))}^{\Gamma}\left(e^{\alpha s} x, e^{\alpha(s+t)} A\right) \\
& =P_{\beta(1-\exp (-2 \alpha t))}^{\Gamma}\left(e^{-\alpha t} x, A\right) .
\end{aligned}
$$

A comparison with the kernels $P_{t}^{O}$ of Section 10.1 completes the proof.
If the process $\left(B_{t}\right)_{t \geq 0}$ in Lemma 10.5 has the continuity properties of Theorem 4.10, then the associated stationary $k$-O rnstein-U hlenbeck process $\left(X_{t}\right)_{t \geq 0}$ also has these properties. Combining this with Proposition 10.2 and the methods in the proofs of Theorems 4.7 and 4.10, we obtain:

Theorem 10.6. Each $k$-Ornstein-Uhlenbeck process on $\mathbb{R}^{N}$ admits an equivalent $k$-Ornstein-Uhlenbeck process $\left(X_{t}\right)_{t \geq 0}$ such that $\left(X_{t}\right)_{t \geq 0}$ has the cadlàg property and that its projection $\left.p\left(X_{t}\right)\right)_{t \geq 0}$ on $\mathbb{R}^{N} / W \cong \bar{C}$ has almost surely continuous paths.
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