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Abstract We prove the existence and study properties of the Green function of the unit ball
for the Dunkl Laplacian �k in R

d . As applications we derive the Poisson-Jensen formula
for �k-subharmonic functions and Hardy-Stein identities for the Poisson integrals of �k .
We also obtain sharp estimates of the Newton potential kernel, Green function and Poisson
kernel in the rank one case in R

d . These estimates contrast sharply with the well-known
results in the potential theory of the classical Laplacian.
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1 Introduction

Dunkl operators are differential reflection operators associated with finite reflection groups
which generalize the usual partial derivatives as well as the invariant differential operators
of Riemannian symmetric spaces. They play an important role in harmonic analysis and the
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study of special functions of several variables. Among other applications, Dunkl operators
are employed in the description of quantum integrable models of Calogero-Moser type, see
e.g. [9]. Also, there are stochastic processes associated with Dunkl Laplacians which gen-
eralize Dyson’s Brownian motion model, see e.g. [17, 31]. Recently, the potential theory of
the Dunkl Laplacian �k has found increasing attention in view of many interesting open
problems and the need of developing new techniques, as many standard methods known
from the case of diffusion operators do not apply, see, e.g., [7, 15, 16, 20, 26, 27]. In the
present paper we study the properties of one of the fundamental objects in the potential the-
ory of �k: the Green function Gk(x, y) of the unit ball B in Rd . The behavior and estimates
of this function and its generalizations for bounded smooth domains were intensively stud-
ied in the case of the classical Laplacian [3, 34–36], more general diffusion operators [1, 2,
8, 18, 23, 25], as well as nonlocal operators [5, 6, 19, 22, 24].

Our first result, Theorem 3.1, establishes the existence and an integral formula for
Gk(x, y). A more convenient two-sided bound of Gk(x, y) is given in Theorem 3.2. We
also prove a standard relation between Gk(x, y) and the Poisson kernel Pk(x, y) of B for
�k , see Proposition 3.5. As applications of Theorem 3.1 we obtain the Poisson-Jensen for-
mula for �k-subharmonic functions and Hardy-Stein identities for �k-harmonic functions
on B, see Theorem 4.2 and Theorem 4.5. This leads to an equivalent characterization of the
Hardy spaces of �k on B in the spirit of [4]. We remark that the general integral representa-
tion (3.5) of Gk(x, y) and the estimate of Theorem 3.2 involve the representing measure for
the intertwining operator whose structure depends strongly on the underlying root system.
Note that explicit formulas for the representing measure are known only in a few partic-
ular cases, and the question whether it always admits a Lebesgue density is a challenging
open problem. However, the available results together with Theorem 3.2 allow us to derive
explicit two-sided bounds of the Newton kernel Nk(x, y), the Green function Gk(x, y) and
the Poisson kernel Pk(x, y) for �k in the rank one case in R

d , see Theorem 5.1, Theorem
5.4, and Corollary 5.7. The obtained estimates contrast sharply with the classical results in
the potential theory of the Laplacian � or more general diffusion operators. The main nov-
elties in the present setting are additional singularities of Nk(x, y) and Gk(x, y) in x = gy

in dimensions higher than 3 (g is in the associated reflection group W ) and the dependence
of the estimate of Nk(x, y), Gk(x, y) and Pk(x, y) on the distance to the boundary of the
Weyl chamber. This makes the obtained asymptotics more complex than in the case of dif-
fusion operators, in particular these for the Green function Gk(x, y). Deriving analogous
two-sided bounds in the setting of any other root system is an interesting open problem,
and available informations about the representing measure for the intertwining operator are
in this case essential. We should note that the existence of singularities of the Newton ker-
nel Nk(·, y) on the orbit W.y has recently been discussed in the case of an orthogonal root
system, see [27, Proposition 2.59].

The paper is organized as follows. In Section 2 we give basic definitions and list some
useful facts in the theory of Dunkl operators. In Section 3 we prove the existence and study
properties of Gk(x, y). In Section 4 we prove the Poisson-Jensen formula and Hardy-Stein
identites. In Section 5 we derive sharp estimates of Nk(x, y), Gk(x, y) and Pk(x, y) in the
rank one case in R

d .

2 Preliminaries

For details on the following, see [11, 12, 28] and, for a general overview, [13] or [30].
Let R be a root system in R

d (equipped with the usual scalar product and Euclidean norm
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| · |), and let W be the associated finite reflection group. The root system R needs not
be crystallographic and W is not required to be effective, i.e. spanRR may be a proper
subspace of Rd . The dimension of spanRR is called the rank of R. An important example
is R = Ad−1 = {±(ei − ej ) : 1 ≤ i < j ≤ d} ⊂ R

d with W = Sd , the symmetric group
in d elements. We fix a nonnegative multiplicity function k on R, i.e. k : R → [0, ∞) is
W -invariant. The (rational) Dunkl operators associated with R and k are given by

Tξf (x) = ∂ξf (x) +
∑

α∈R+
k(α) 〈α, ξ〉 f (x) − f (σαx)

〈α, x〉 , ξ ∈ R
d ,

where R+ denotes an (arbitrary) positive subsystem of R. For fixed R and k, these operators
commute. Moreover, there is a unique linear isomorphism Vk on the space of polynomial
functions in d variables, called the intertwining operator, which preserves the degree of
homogeneity, is normalized by Vk(1) = 1 and intertwines the Dunkl operators with the
usual partial derivatives:

TξVk = Vk∂ξ for all ξ ∈ R
d .

The Dunkl Laplacian is defined by

�k :=
d∑

i=1

T 2
ξi

with an (arbitrary) orthonormal basis (ξi)1≤i≤d of R
d . We shall renormalize the roots

according to |α| = √
2 for all α ∈ R. Then

�kf (x) = �f (x) + 2
∑

α∈R+
k(α)

( 〈∇f (x), α〉
〈α, x〉 − f (x) − f (σα(x))

〈α, x〉2
)

,

where � is the usual Laplacian on R
d . For x ∈ R

d denote by C(x) the convex hull
of the Weyl group orbit W.x of x in R

d . The intertwining operator Vk has the integral
representation

Vkf (x) =
∫

C(x)

f (z)dμk
x(z), (2.1)

where μk
x is a probability measure on C(x). The measures μk

x satisfy

μk
rx(A) = μk

x(r
−1A)

for all r > 0 and Borel sets A ⊆ R
d . In [33], it was deduced from formula (2.1) that Vk

establishes a homeomorphism of C∞(Rd) with its usual Fréchet space topology.
In the rank one case R = {±1} ⊂ R, the representation (2.1) is explicitly known ([12,

Theorem 5.1]); it is given by

Vkf (x) = ck

∫ 1

−1
f (tx)(1 − t)k−1(1 + t)k dt with ck = �(k + 1/2)√

π �(k)
. (2.2)

We shall employ the Dunkl-type generalized translation on C∞(Rd) which was defined
in [33] by

τyf (x) := V x
k V

y
k (V −1

k f )(x + y), x, y ∈ R
d .

Here the superscript denotes the relevant variable. This translation satisfies τyf (x) =
τxf (y), and we shall use the notation

f (x ∗k y) := τyf (x) = τxf (y).
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Lemma 2.1 (i) The representing measures μk
x satisfy μk−x(−A) = μk

x(A).

(ii) Let f ∈ C∞(Rd) and write f −(x) := f (−x). Then f (−x ∗k −y) = f −(x ∗k y).

Proof It is immediate that the Dunkl operators satisfy Tξ (f
−) = (T−ξ f )− . By the

characterization of Vk , it follows that Vk(f
−) = (Vkf )− . This implies both assertions.

Of particular importance in our context will be translates of functions f on R
d which

are radial, that is f (x) = f̃ (|x|) with f̃ : [0, ∞) → C. We recall from [29] that for each
x, y ∈ R

d there exists a unique compactly supported radial probability measure ρk
x,y on Rd

such that

f (x ∗k y) =
∫

Rd

f dρk
x,y (2.3)

for all f ∈ C∞(Rd). This can be written explicitly as

f (x ∗k y) =
∫

C(y)

f̃
(√|x|2 + |y|2 + 2〈x, z〉 )

dμk
y(z). (2.4)

Notice that Dunkl translates of non-negative, smooth radial functions are again non-
negative. Formula (2.3) allows to extend the generalized translation to measurable radial
functions which are either complex-valued and bounded or have values in [0, ∞]. Wemain-
tain the notations τyf (x) and f (x ∗k y) for functions from these classes. In particular, for
measurable radial f we have

f (−x ∗k −y) = f (x ∗k y). (2.5)

We put

γ :=
∑

α∈R+
kα

and define the weight function ωk on Rd by

ωk(x) :=
∏

α∈R+
|〈α, x〉|2kα .

Let B = {x ∈ R
d : |x| < 1} denote the open unit ball in R

d and let S = ∂B denote the
unit sphere. The Poisson kernel Pk(x, y) of B for the Dunkl Laplacian �k was defined in
[12] as a reproducing kernel for �k-harmonic polynomials. It can be written as

Pk(x, y) = Vk

[
1 − |x|2

(1 − 2〈x, ·〉 + |x|2)γ+d/2

]
(y), x ∈ B, y ∈ S. (2.6)

In view of identity (2.5) with f (x) = |x|−2γ−d , we obtain

Pk(x, y) =
∫

C(y)

1 − |x|2
(1 − 2〈x, z〉 + |x|2)γ+d/2

dμy(z) = (1 − |x|2) · f (−x ∗k y)

= (1 − |x|2) · τ−y(|x|−2γ−d). (2.7)

The notation f 
 g will always mean that there is a constant C > 0 depending on k and
d only (unless stated otherwise) such that C−1g ≤ f ≤ Cg.
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3 The Green Function of the Ball

From now on, it is always assumed that d + 2γ > 2. Following [16], we introduce the
Newton kernel in the Dunkl setting by

Nk(x, y) =
∫ ∞

0
�k(t, x, y)dt (x, y ∈ R

d),

with the heat kernel

�k(t, x, y) = Mk

tγ+d/2
e−(|x|2+|y|2)/4tEk

( x√
2t

,
y√
2t

)
,

where

Mk = 2−γ−d/2(
∫

Rd

e−|x|2/2ωk(x)dx
)−1

and Ek(x, y) = Vk(e
〈·,y〉)(x) denotes the Dunkl kernel, which has an analytic extension

to C
d × C

d and satisfies Ek(x, y) = Ek(y, x). This implies that Nk(x, y) = Nk(y, x).

According to [16, Proposition 6.1], the Newton kernel can be written as

Nk(x, y) = Ck

∫

C(y)

(
|x|2 + |y|2 − 2〈x, z〉

)1−γ−d/2
dμy(z) (3.1)

where

Ck = 1

dk(d + 2γ − 2)
and dk =

∫

S

ωk(x)dσ(x). (3.2)

Here σ denotes the surface measure on S. Formula (3.1) is also easily obtained by
translations. Recall that

�k(t, x, y) = τ−ygt (x) with gt (x) = Mk

tγ+d/2
e−|x|2/4t ,

which follows from [29, Lemma 2.2. and (3.2)] (see also [31]). As
∫ ∞

0
gt (ξ)dt = Mk�(γ + d

2
− 1) · ( 2

|ξ |
)d−2+2γ = Ck

|ξ |d−2+2γ
,

it follows that

Nk(x, y) =
∫ ∞

0

∫

Rd

gt (ξ)dρk
x,−y(ξ)dt = Ck · τ−y

(|x|2−2γ−d
)
.

In view of identity (2.5), this equals the right-hand side of Eq. 3.1. Furthermore, the Newton
kernel Nk(·, y) is �k-harmonic on R

d \ W.y for fixed y ∈ R
d (see [16, Theorem 6.1]). It

can be regarded as the global Green function for the Dunkl Laplacian �k .
The goal of this section is to introduce and study the Green function of the ball B for

�k . For this, we recall from [14] the Kelvin transform associated with the Dunkl Laplacian,
which is given by

Kk[u](x) = |x|2−2γ−du(x∗)
for functions u onRd\{0}, where x∗ = x/|x|2 is the inversion with respect to the unit sphere
in Rd . By [14, Theorem 3.1], Kk preserves �k-harmonic functions on Rd \ {0}. Clearly, for
a function u of class C2 in the neighborhood of W.x, x �= 0, we have

�k(Kku)(x∗) = |x∗|−4Kk(�ku)(x∗) = |x|2+2γ+d�ku(x). (3.3)

Following the classical case k = 0 (cf. [10, 32]), we define

Gk(x, y) := Nk(x, y) − Kk[Nk(·, y)](x) (3.4)

for x, y ∈ B × B with x �= 0, where Kk[Nk(·, y)](x) = |x|2−2γ−dNk(x
∗, y).
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Theorem 3.1 The kernel Gk is the Green function of B for �k , that is, Gk extends to
a [0, ∞]-valued function on B × B which is uniquely characterized by the following
conditions:

(i) Gk(x, y) > 0 for all x, y ∈ B and Gk(x, y) = 0 for x ∈ S and y ∈ B.
(ii) Gk(·, y) is continuous on B \ W.y for any fixed y ∈ B.
(iii) Nk(·, y) − Gk(·, y) is �k-harmonic on B for any fixed y ∈ B.

Moreover, the Green function Gk can be written as

Gk(x, y) = Ck

∫

C(y)

[(
|x|2 + |y|2 − 2〈x, z〉

)1−γ−d/2
(3.5)

−
(
1 + |x|2|y|2 − 2〈x, z〉

)1−γ−d/2
]

dμy(z).

It satisfies Gk(x, y) = Gk(y, x) for all x, y ∈ B, and Gk(·, y) is �k-harmonic on B \ W.y

for any fixed y ∈ B.

Proof Fix y ∈ B. As Nk(·, y) is �k-harmonic on R
d \ W.y ([16, Theorem 6.1]), it fol-

lows from Eq. 3.3 that the Kelvin transform Kk[Nk(·, y)] is �k-harmonic on B \ {0} and
continuous on B \ {0}. By Eq. 3.1 we have

Kk[Nk(·, y)](x) = Ck

∫

C(y)

(
1 + |x|2|y|2 − 2〈x, z〉

)1−γ−d/2
dμy(z), (3.6)

and from this representation it is immediate by the dominated convergence theorem that
Kk[Nk(·, y)] has a removable singularity at 0. Employing [15, Theorem 5.1], we con-
clude that Kk[Nk(·, y)] extends to a �k-harmonic function on B. Furthermore, Kk[Nk(·, y)]
solves the �k-Dirichlet problem on B with the boundary values of Nk(·, y). Therefore,
Gk(·, y) vanishes continuously at S and is �k-harmonic on B\W.y. Formula (3.6) immedi-
ately gives the claimed identity (3.5). As 1+|x|2|y|2 − 2〈x, z〉 > |x|2 +|y|2 −2〈x, z〉 ≥ 0
for all x, y ∈ B and z ∈ C(y), it follows from Eq. 3.5 that Gk(x, y) > 0 for all x, y ∈ B.

For the symmetry of Gk , it suffices to prove that Kk[Nk(·, y)](x) is symmetric in x and
y for x �= 0. Using the symmetry of Nk and the fact that for any r > 0, the repre-
senting measure μrx is just the image measure of μx under the dilation z �→ rz of Rd ,
we obtain

Kk[Nk(·, y)](x) = |x|2−2γ−dNk(y, x∗)

= |x|2−2γ−d · Ck

∫

Rd

(|y|2 + |x∗|2 − 2〈y, z〉)1−γ−d/2dμx/|x|2(z)

= |x|2−2γ−d · Ck

∫

Rd

(|y|2 + |x∗|2 − 2〈y,
z

|x|2 〉)1−γ−d/2dμx(z)

= Ck

∫

Rd

(|x|2|y|2 + 1 − 2〈y, z〉)1−γ−d/2dμx(z)

= Kk[Nk(·, x)](y).

Further, [16, Proposition 6.2] gives Gk(x, x) = +∞. Finally, the uniqueness of the function
Gk subject to the conditions (i) − (iii) follows from the uniqueness of solutions to the
�k-Dirichlet problem on B, see [26].
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According to [16, Theorem 6.1], −Nk(x, . ) provides a fundamental solution for �k

on R
d in the sense that �k(−Nk(x, .)ωk) = δx in D′(Rd). This implies that −Gk(x, .)

provides a fundamental solution for �k in B:

�k (−Gk(x, ·)ωk) = δx in D′(B).

Our next result provides sharp two-sided bounds for Gk(x, y) which are more convenient
to deal with rather than Eq. 3.5. For x ∈ B denote ρ(x) := 1 − |x|.

Theorem 3.2 The two-sided bound of Gk(x, y) on B × B is given by

Gk(x, y) 

∫

C(y)

(1 − |x|2)(1 − |y|2)dμy(z)
(
1 + |x|2|y|2 − 2〈x, z〉) (|x|2 + |y|2 − 2〈x, z〉)γ+d/2−1



∫

C(y)

ρ(x)ρ(y)dμy(z)
(
ρ(x)ρ(y) + |x|2 + |y|2 − 2〈x, z〉) (|x|2 + |y|2 − 2〈x, z〉)γ+d/2−1

.

Proof Note that for x, y ∈ B we have

1 + |x|2|y|2 − |x|2 − |y|2 = (1 − |x|2)(1 − |y|2) 
 ρ(x)ρ(y).

Hence, the estimate is a direct consequence of Theorem 3.1 and Lemma 3.3 below.

Lemma 3.3 Fix p > 0. There exists a constant Cp > 0 depending only on p such that for
all 0 < a < b < ∞ we have

b − a

Cpbap
≤ 1

ap
− 1

bp
≤ Cp(b − a)

bap
.

Proof Assume first p > 1. Then by [4, Lemma 6, (11)] (see also Eq. 4.5) we get

bp − ap ≤ C(b − a)2bp−2 + pap−1(b − a)

≤ C(b − a)(bp−1 − abp−2 + ap−1)

= Cbp−1(b − a)
(
1 + (a/b)p−1 − a/b

)
,

and the lower bound obtains analogously. Furthermore, since p > 1, we have

sup
x∈[0,1]

|xp−1 − x| < 1.

Hence bp − ap 
 bp−1(b − a) and

1

ap
− 1

bp
= bp − ap

(ab)p

 b − a

bap
.

Here 
 means two-sided estimates with constants depending only on p. For 0 < p ≤ 1 we
let q = p + 1. We have

1

ap
− 1

bp
= a

aq
− b

bq
= abq − baq

(ab)q
.
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Let c = b1/qa, d = a1/qb. Then 0 < c < d < ∞ and applying the estimate obtained
previously we get

abq − baq = dq − cq 
 dq−1(d − c)

= a(q−1)/qbq−1
(
a1/qb − b1/qa

)

= abq−1
(
b − b1/qa1−1/q

)
.

Since a < b, we obtain

b − b1/qa1−1/q = b − (b/a)1/q a ≤ b − a

and the upper bound follows. To get the lower bound define f (x) = b1/qx1−1/q for x ∈
[a, b]. Then f ′(x) = (1−1/q)(b/x)1/q and by the mean value theorem, for some ξ ∈ (a, b)

we have

b − b1/qa1−1/q = f (b) − f (a) = (1 − 1/q)(b/ξ)1/q(b − a) ≥ (1 − 1/q)(b − a).

Therefore
abq − baq

(ab)q

 abq−1 (b − a)

(ab)q
= b − a

bap
.

A simple consequence of Theorem 3.2 is the following estimate.

Corollary 3.4 Let y0 ∈ B be fixed. There is a constant C > 0 depending on d, k and y0
only, such that

C−1ρ(x)Nk(x, y0) ≤ Gk(x, y0) ≤ Cρ(x)Nk(x, y0).

The following classical formula relates the Poisson kernel Pk(x, y) to the Green function
Gk(x, y).

Proposition 3.5 For all x ∈ B and y ∈ S we have

Pk(x, y) = −dk〈y, ∇yGk(x, y)〉.

Proof We use the symmetry Gk(x, y) = Gk(y, x). By the dominated convergence, we can
differentiate under the integral sign in Eq. 3.5 to see that for all x ∈ B and y ∈ S,

−dk〈y, ∇yGk(x, y)〉 = (1 − |x|2)
∫

C(x)

(
|x|2 + 1 − 2〈y, z〉

)−γ−d/2
dμx(z).

With f (x) = |x|−2γ−d and in view of Eq. 2.5 and representation (2.7) for the kernel Pk we
obtain

−dk〈y,∇yGk(x, y)〉 = (1 − |x|2)f (x ∗k −y) = Pk(x, y).

4 Poisson-Jensen Formula and Hardy-Stein Identities

Our first goal in this section is to prove the so-called Poisson-Jensen formula for �k-
subharmonic functions on B. The corresponding result for classical subharmonic functions
may be found in [21]. We will next use the formula to derive the Hardy-Stein identites for
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�k-harmonic functions on B, which equivalently characterize the Hardy spaces of �k in the
spirit of [4].

All functions in this section are assumed to be real-valued. Let � ⊂ R
d be a W -invariant

open set. We will say that a function u ∈ C2(�) is �k-subharmonic on � if �ku(x) ≥ 0
for all x ∈ �. We refer to [16] for basic properties and other characterizations of �k-
subharmonic functions. We will further say that a function u is �k-harmonic (resp. �k-
subharmonic) on B if there exists ε > 0 such that u extends to a �k-harmonic (resp. �k-
subharmonic) function on Bε := {x : |x| < 1 + ε}. For r > 0 we define the dilation of a
function u by ur(x) := u(rx).

The Riesz decomposition theorem [16, Theorem 7.1, see also Proposition 4.1 and Exam-
ple 5.1] implies that for every ε > 0 and every function u which is �k-subharmonic on
Bε := {x : |x| < 1+ε} there exists a unique�k-harmonic function hε onBε/2 ⊂ Bε/2 ⊂ Bε

such that

u(x) = −
∫

Bε/2

Nk(x, y)�ku(x)ωk(x)dx + hε(x), x ∈ Bε/2. (4.1)

Note that �ku(x)ωk(x)dx is the �k-Riesz measure of u in this case (see [16, Section 5] for
details). As in the previous section, we denote by σ the surface measure on S and let ωkσ

denote the measure on S given by dωkσ(x) = ωk(x)dσ(x). For f ∈ L1(S, ωkσ ) we define
the Poisson integral of f by

Pk[f ](x) := 1

dk

∫

S

Pk(x, z)f (z)ωk(z)dσ (z), x ∈ B.

Our first result is the following property of the Newton kernel of �k .

Lemma 4.1 For all x ∈ B we have

Pk[Nk(·, y)](x) =
{

Nk(x, y) − Gk(x, y), y ∈ B,

Nk(x, y), y /∈ B.

Proof For y ∈ B the statement follows from Eq. 3.4. Clearly, Kk[Nk(·, y)] is �k-harmonic
onB and continuous onBwithKk[Nk(·, y)](x) = Nk(x, y) for all x ∈ S. By the uniqueness
of the solution to the �k-Dirichlet problem [26] we have Kk[Nk(·, y)] = Pk[Nk(·, y)] on B.
When y ∈ (B)c, then Nk(·, y) is �k-harmonic on B, and hence Nk(·, y) = Pk[Nk(·, y)] on
B in this case. Finally, let y ∈ S. Since Nk(·, y) is �k-harmonic on B, the dilation Nk(·, y)r
is �k-harmonic on B for any 0 < r < 1. Hence

Nk(rx, y) = 1

dk

∫

S

Pk(x, z)Nk(rz, y)ωk(z)dσ (z),

and it is enough to show that the right-hand side above tends to Pk[Nk(·, y)](x) as r → 1.
First note that Fatou’s lemma gives Pk[Nk(·, y)](x) ≤ Nk(x, y). By Eq. 3.1, for z, y ∈ S

we have

Nk(rz, y) = Ck

∫

C(y)

(
|rz|2 + |y|2 − 2〈rz, v〉

)1−γ−d/2
dμy(v).

For v ∈ C(y) write v = ∑
g∈W λg(v)gy, where λg(v) ≥ 0 for all g ∈ W and∑

g∈W λg(v) = 1. This gives

|rz|2 + |y|2 − 2〈rz, v〉 =
∑

g∈W

λg(v)|rz − gy|2.
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Furthermore, since |z| = |gy| = 1, we have |rz − gy| ≥ |rz − rgy| for any 0 < r < 1.
Consequently,

|rz|2 + |y|2 − 2〈rz, v〉 ≥ r2(|z|2 + |y|2 − 2〈z, v〉),
and Nk(rz, y) ≤ r2−2γ−dNk(z, y). Therefore, Nk(rz, y) ≤ CNk(z, y) for all 1/2 < r < 1
and Pk[Nk(·, y)](x) ≤ Nk(x, y) < ∞. The dominated convergence theorem gives the
result.

As a consequence of Eq. 4.1 and Lemma 4.1 we obtain the following Poisson-Jensen
formula.

Theorem 4.2 Let u be �k-subharmonic on B. Then for every x ∈ B we have

u(x) = 1

dk

∫

S

Pk(x, y)u(y)ωk(y)dσ (y) −
∫

B

Gk(x, y)�ku(y)ωk(y)dy.

Proof Choose ε > 0 such that u extends to a �k-subharmonic function on Bε. By Eq. 4.1,

u(x) = −
∫

Bε/2

Nk(x, y)�ku(x)ωk(x)dx + hε(x), x ∈ Bε/2,

where hε is �k-harmonic on Bε/2. Evaluating the Poisson integral of both sides and
applying Fubini’s theorem and Lemma 4.1 we get

Pk[u](x) = 1

dk

∫

S

Pk(x, y)u(y)ωk(y)dσ (y)

= 1

dk

∫

S

Pk(x, y)

(
−

∫

Bε/2

Nk(y, z)�ku(z)ωk(z)dz + hε(y)

)
ωk(y)dσ(y)

= −
∫

Bε/2

(
1

dk

∫

S

Pk(x, y)Nk(y, z)ωk(y)dσ (y)

)
�ku(z)ωk(z)dz + hε(x)

=
∫

B

(Gk(x, z) − Nk(x, z))�ku(z)ωk(z)dz

−
∫

Bε/2\B
Nk(x, z)�ku(z)ωk(z)dz + hε(x)

=
∫

B

Gk(x, z)�ku(z)ωk(z)dz + u(x).

Let 1 ≤ p ≤ ∞. The Hardy space H
p
k (B) is defined as the family of those �k-harmonic

functions on B which satisfy

‖u‖Hp := sup
0≤r<1

‖ur‖Lp(ωkσ) < ∞.

By [26, Theorem 2.2 and Theorem 2.3], u ∈ H
p
k (B) for a given 1 < p ≤ ∞ if and only if

u = Pk[f ] for some f ∈ Lp(S, ωkσ ), and in this case ‖u‖Hp = ‖f ‖Lp(ωkσ). This implies
that

‖u‖Hp = lim
r→1

‖ur‖Lp(ωkσ) (4.2)

for any �k-harmonic function u on B. As an application of Theorem 4.2, we will give an
equivalent characterization of the spaces H

p
k (B), 1 < p < ∞, in terms of the Hardy-Stein
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identities. The approach is inspired by [4], where similar description was obtained for Hardy
spaces of the classical Laplacian � and the fractional Laplacian �α/2.

Let 1 < p < ∞. For a, b ∈ R we set

F(a, b) = |b|p − |a|p − pa|a|p−2(b − a) . (4.3)

Here F(a, b) = |b|p if a = 0, and F(a, b) = (p − 1)|a|p if b = 0. For instance, if
p = 2, then F(a, b) = (b − a)2. Generally, F(a, b) is the second-order Taylor remainder
of R � x �→ |x|p , therefore by convexity, F(a, b) ≥ 0. Furthermore, for 1 < p < ∞ and
ε ∈ R we define

Fε(a, b) = (b2 + ε2)p/2 − (a2 + ε2)p/2 − pa(a2 + ε2)(p−2)/2(b − a) . (4.4)

Since Fε(a, b) is the second-order Taylor remainder ofR � x �→ (x2+ε2)p/2, by convexity,
Fε(a, b) ≥ 0. Of course, Fε(a, b) → F0(a, b) = F(a, b) as ε → 0. The next result is
proved in [4, Lemma 6].

Lemma 4.3 For every p > 1 there is a constant C > 0 depending on p only such that

C−1(b − a)2(|b| ∨ |a|)p−2 ≤ F(a, b) ≤ C(b − a)2(|b| ∨ |a|)p−2, a, b ∈ R. (4.5)

If p ∈ (1, 2), then

0 ≤ Fε(a, b) ≤ 1

p − 1
F(a, b), ε, a, b ∈ R. (4.6)

The following explicit formulas shed some light on the meaning of the function F .

Lemma 4.4 Let u be of class C2 in the neighborhood of x ∈ R
d . Then for 2 ≤ p < ∞ we

have

�k|u(x)|p = p(p − 1)|u(x)|p−2|∇u(x)|2 + 2
∑

α∈R+
k(α)

F (u(x), u(σα(x)))

〈α, x〉2

+pu(x)|u(x)|p−2�ku(x). (4.7)

When 1 < p < ∞ and ε > 0, then

�k|u(x) + iε|p = p|u(x) + iε|p−4
[
(p − 1)u(x)2 + ε2

]
|∇u(x)|2 (4.8)

+2
∑

α∈R+
k(α)

Fε(u(x), u(σα(x)))

〈α, x〉2 + pu(x)|u(x) + iε|p−2�ku(x).

Proof When 2 ≤ p < ∞ or u(x) �= 0 we write |u(x)|p = (u(x)2)p/2 and a straightforward
calculation gives

∇|u(x)|p = pu(x)|u(x)|p−2∇u(x),

�|u(x)|p = p(p − 1)|u(x)|p−2|∇u(x)|2 + pu(x)|u(x)|p−2�u(x).

Note that

|u(σα(x))|p − |u(x)|p = F(u(x), u(σα(x))) + pu(x)|u(x)|p−2(u(σα(x)) − u(x)).
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Hence

�k|u(x)|p = �|u(x)|p + 2
∑

α∈R+
k(α)

( 〈∇|u(x)|p, α〉
〈α, x〉 + |u(σα(x))|p − |u(x)|p

〈α, x〉2
)

= p(p − 1)|u(x)|p−2|∇u(x)|2 + pu(x)|u(x)|p−2�u(x)

+2pu(x)|u(x)|p−2
∑

α∈R+
k(α)

( 〈∇u(x), α〉
〈α, x〉 + (u(σα(x)) − u(x))

〈α, x〉2
)

+2
∑

α∈R+
k(α)

F (u(x), u(σα(x)))

〈α, x〉2 ,

and Eq. 4.7 follows. For 1 < p < ∞ and ε > 0 we have

∇|u(x) + iε|p = pu(x)|u(x) + iε|p−2∇u(x),

�|u(x) + iε|p = p|u(x) + iε|p−4
[
(p − 1)u(x)2 + ε2

]
|∇u(x)|2

+p|u(x) + iε|p−2u(x)�u(x),

and

|u(σα(x)) + iε|p − |u(x) + iε|p = Fε(u(x), u(σα(x)))

+pu(x)|u(x) + iε|p−2(u(σα(x)) − u(x)).

The rest of the proof is similar to the previous case.

We are now ready to prove the Hardy-Stein identities.

Theorem 4.5 Let 1 < p < ∞. Then for any u ∈ H
p
k (B) we have

‖u‖p
Hp = |u(0)|p + Ck

∫

B

(|y|2−2γ−d − 1)[p(p − 1)|u(y)|p−2|∇u(y)|2

+2
∑

α∈R+
k(α)

F (u(y), u(σα(y)))

〈α, y〉2 ]ωk(y)dy.

In fact, a �k-harmonic function u on B belongs to H
p
k (B) if and only if the integral above

is finite.

Proof Suppose v is �k-subharmonic on B. Then vr is �k-subharmonic on B for any 0 <

r < 1. By Theorem 4.2,

v(0) = 1

dk

∫

S

vr(y)ωk(y)dσ (y) −
∫

B

Gk(0, y)(�kvr)(y)ωk(y)dy. (4.9)

Since (�kvr)(x) = r2(�kv)r (x), by Eq. 3.5 we have
∫

B

Gk(0, y)(�kvr)(y)ωk(y)dy = Ckr
2
∫

B

(|y|2−2γ−d −1)(�kv)(ry)ωk(y)dy

= Ck

∫

B(0,r)
(|z|2−2γ−d −r2−2γ−d)�kv(z)ωk(z)dz, (4.10)
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where B(0, r) := {x ∈ R
d : |x| < r}. Let now u be �k-harmonic on B and suppose first

2 ≤ p < ∞. Then |u|p is of class C2 on B and by Eq. 4.7 we have

�k|u(x)|p = p(p − 1)|u(x)|p−2|∇u(x)|2 + 2
∑

α∈R+
k(α)

F (u(x), u(σα(x)))

〈α, x〉2 .

In particular, �k|u|p ≥ 0 on B so Eqs. 4.9 and 4.10 apply to v = |u|p. Let r → 1. By
Eq. 4.2,

1

dk

∫

S

|u(ry)|pωk(y)dσ(y) → ‖u‖p
Hp ,

and by the monotone convergence,

Ck

∫

B(0,r)
(|y|2−2γ−d − r2−2γ−d)�k|u(z)|pωk(z)dz

→
∫

B

Gk(0, z)�k|u(z)|pωk(z)dz.

This gives the result for p ≥ 2. Assume now 1 < p < 2 and let ε > 0. Then |u + iε|p is of
class C2 on B and by Eq. 4.8 we have

�k|u(x) + iε|p = p|u(x) + iε|p−4
[
(p − 1)u(x)2 + ε2

]
|∇u(x)|2

+2
∑

α∈R+
k(α)

Fε(u(x), u(σα(x)))

〈α, x〉2 .

Since �k|u + iε|p ≥ 0 on B, we can apply Eqs. 4.9 and 4.10 to v = |u + iε|p . This gives

|u(0) + iε|p = 1

dk

∫

S

|u(ry) + iε|pωk(y)dσ(y)

−Ck

∫

B(0,r)
(|y|2−2γ−d − r2−2γ−d)�k|u(y) + iε|pωk(y)dy.

Let ε → 0. Then

�k|u(x) + iε|p → p(p − 1)|u(x)|p−2|∇u(x)|2 + 2
∑

α∈R+
k(α)

F (u(x), u(σα(x)))

〈α, x〉2

for a.e. x ∈ B, and
∫

S

|u(ry) + iε|pωk(y)dσ(y) →
∫

S

|u(ry)|pωk(y)dσ(y).

Fatou’s lemma, Eq. 4.6 and dominated convergence give

|u(0)|p = 1

dk

∫

S

|u(ry)|pωk(y)dσ(y) − Ck

∫

B(0,r)
(|y|2−2γ−d − r2−2γ−d)

×[p(p − 1)|u(x)|p−2|∇u(x)|2 + 2
∑

α∈R+
k(α)

F (u(x), u(σα(x)))

〈α, x〉2 ]ωk(y)dy.

Let r → 1. The final conclusion follows from Eq. 4.2 and monotone convergence.

An immediate consequence of Theorem 4.5 and [26, Theorem 2.2 and Theorem 2.3] is
the following identity.



350 P. Graczyk et al.

Corollary 4.6 Let 1 < p < ∞, f ∈ Lp(S, ωkσ ) and set u = Pk[f ]. Then
∫

S

|f (x)|pωk(x)dσ(x) = |u(0)|p + Ck

∫

B

(|y|2−2γ−d − 1)

×[p(p − 1)|u(y)|p−2|∇u(y)|2

+2
∑

α∈R+
k(α)

F (u(y), u(σα(y)))

〈α, y〉2 ]ωk(y)dy.

5 Sharp Estimates of the Green Function and Poisson Kernel in Rank One

In this part we consider the rank one case. The basic situation is that of the root system
A1 = {± 1√

2
(e1 − e2)} in R

2, where e1, e2 denote the standard basis vectors. We choose

α = 1√
2
(e1 − e2) as positive root and let σα(x1, x2) = (x2, x1) denote the reflection cor-

responding to α. To simplify formulas, it will be convenient to switch to the orthonormal
basis

(e′
1, e

′
2) = (

1√
2
(e1 − e2),

1√
2
(e1 + e2))

and write x ∈ R
2 as x = (x1, x2) with coordinates x1, x2 with respect to the basis (e′

1, e
′
2).

The reflection σ writes σ(x1, x2) = (−x1, x2). By formula (2.2) we obtain

Vkf (y) = ck

∫ 1

−1
f (ty1, y2)(1 − t)k−1(1 + t)kdt.

This case has a nice motivation, namely the potential theory of a 2-dimensional k-Dyson
Brownian Motion, which corresponds to the W -invariant Dunkl process in this case.

More generally, we will consider the rank one case with root system A1 in R
d , with the

intertwining operator given by

Vkf (y) = ck

∫ 1

−1
f (ty1, y2, ..., yd)(1 − t)k−1(1 + t)kdt. (5.1)

Though this generalization seems elementary from the algebraic point of view, it reveals
nontrival analytic phenomena which are strongly dependent on the underlying dimension.
Note that in the rank one case we have γ = k, and as before we work under the assumption
d + 2k > 2.

The Newton kernel (3.1) can be written as

Nk(x, y) = C̃k

∫ 1

−1

(1 − t)k−1(1 + t)kdt
(|x|2 + |y|2 − 2(tx1y1 + x2y2 + ... + xdyd)

)k+d/2−1
, (5.2)

where C̃k = ckCk and the constants ck , Ck were defined in Eqs. 2.2 and 3.2. The reflection
σ writes

σ(x1, x2, ..., xd) = (−x1, x2, ..., xd).

We then have

|x|2 + |y|2 − 2(tx1y1 + x2y2 + ... + xdyd) = |x − y|2 + 2x1y1(1 − t) (5.3)

= |x − σy|2 − 2x1y1(1 + t).

Our first result in this section characterizes the asymptotic behaviour of the Newton kernel
Nk(x, y).
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Theorem 5.1 Let �(x, y) := |x − y| ∨ |x − σy|. The two-sided bound of Nk(x, y) on
R

d × R
d is the following.

1. If d = 2, then

Nk(x, y) 
 1

�(x, y)2k

[
1 ∨ log

( |x1y1|
|x − y|2

)]
. (5.4)

2. If d = 3, then

Nk(x, y) 
 1

�(x, y)2k|x − y| . (5.5)

3. If d = 4, then

Nk(x, y) 
 1

�(x, y)2k|x − y|2
[
1 ∨ log

( |x1y1|
|x − σy|2

)]
. (5.6)

4. If d ≥ 5, then

Nk(x, y) 
 1

�(x, y)2k|x − y|2(|x − y| ∧ |x − σy|)d−4
. (5.7)

Theorem 5.1 is a direct consequence of Lemma 5.2 and Lemma 5.3 below.

Lemma 5.2 The two-sided bound of Nk(x, y) on
{
(x, y) ∈ R

d × R
d : x1y1 ≥ 0

}
is as

follows.

1. If d = 2, then

Nk(x, y) 
 1

|x − σy|2k
[
1 ∨ log

(
x1y1

|x − y|2
)]

. (5.8)

2. If d ≥ 3, then

Nk(x, y) 
 1

|x − σy|2k|x − y|d−2
. (5.9)

Proof Denote ζ = |x − y|2 and η = x1y1. Since x1y1 ≥ 0 we have ζ + η 
 |x − σy|2. By
Eqs. 5.2 and 5.3 we have

Nk(x, y) = Ck

∫ 1

−1

(1 − t)k−1(1 + t)kdt

(ζ + 2η(1 − t))k+d/2−1
= Ck

∫ 2

0

sk−1(2 − s)kds

(ζ + 2ηs)k+d/2−1
. (5.10)

We write Nk(x, y) = Ck(I1 + I2), where

I1 =
∫ 1

0

sk−1(2 − s)kds

(ζ + 2ηs)k+d/2−1



∫ 1

0

sk−1ds

(ζ + ηs)k+d/2−1
,

and

I2 =
∫ 2

1

sk−1(2 − s)kds

(ζ + 2ηs)k+d/2−1



∫ 2

1

(2 − s)kds

(ζ + ηs)k+d/2−1

 (ζ + η)1−k−d/2.

For η = 0 the estimates of the lemma are obvious, so assume η > 0. Using the change of
variables s = uζ we get

I1 

∫ 1/ζ

0

ζ kuk−1du

(ζ + ζηu)k+d/2−1
= ζ 1−d/2

∫ 1/ζ

0

uk−1du

(1 + ηu)k+d/2−1

= ζ 1−d/2
∫ 1/ζ

0

du

ud/2(1/u + η)k+d/2−1
= ζ 1−d/2

∫ ∞

ζ

wd/2−2dw

(w + η)k+d/2−1
.
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Let d = 2 and assume first η ≤ ζ . Then

I1 

∫ ∞

ζ

dw

w(w ∨ η)k
=

∫ ∞

ζ

w−k−1dw = ζ−k/k 
 (ζ + η)−k,

and note that the same two-sided estimate holds also for I2. Assume η > ζ . We have

I1 

∫ ∞

ζ

dw

w(w ∨ η)k
=

∫ η

ζ

dw

wηk
+

∫ ∞

η

dw

wk+1
= η−k log (η/ζ ) + η−k/k


 (ζ + η)−k
[
1 ∨ log (η/ζ )

]
.

It is clear that the estimate above holds also for I1 + I2, and combining it with the previous
case we get (5.8).

Assume d ≥ 3. For η ≤ ζ we get

I1 
 ζ 1−d/2
∫ ∞

ζ

wd/2−2dw

(w ∨ η)k+d/2−1
= ζ 1−k−d/2/k 
 (ζ + η)−kζ 1−d/2.

When η > ζ , then a similar reasoning as before gives

I1 
 ζ 1−d/2

(∫ η

ζ

wd/2−2dw

ηk+d/2−1
+

∫ ∞

η

dw

wk+1

)

= 1

ηk+d/2−1ζ d/2−1

[
2

d − 2

(
ηd/2−1 − ζ d/2−1

)
+ ηd/2−1

k

]
.

Since 0 < ηd/2−1 − ζ d/2−1 ≤ ηd/2−1, we obtain

I1 
 η−kζ 1−d/2 
 (ζ + η)−kζ 1−d/2.

Finally,
I2 
 (ζ + η)1−k−d/2 ≤ (ζ + η)−kζ 1−d/2,

and hence I1 + I2 
 I1. This proves (5.9).

Lemma 5.3 The two-sided bound of Nk(x, y) on
{
(x, y) ∈ R

d × R
d : x1y1 < 0

}
is as

follows.

1. If 2 ≤ d ≤ 3, then

Nk(x, y) 
 1

|x − y|2k+d−2
. (5.11)

2. If d = 4, then

Nk(x, y) 
 1

|x − y|2k+2

[
1 ∨ log

( |x1y1|
|x − σy|2

)]
. (5.12)

3. If d ≥ 5, then

Nk(x, y) 
 1

|x − y|2k+2|x − σy|d−4
. (5.13)

Proof Denote ζ = |x − σy|2 and η = |x1y1|. Since x1y1 < 0 we have ζ + η 
 |x − y|2.
By Eqs. 5.2 and 5.3 we have

Nk(x, y) = Ck

∫ 1

−1

(1 − t)k−1(1 + t)kdt

(ζ + 2η(1 + t))k+d/2−1
= Ck

∫ 2

0

(2 − s)k−1skds

(ζ + 2ηs)k+d/2−1
. (5.14)
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We write Nk(x, y) = Ck(I1 + I2), where

I1 =
∫ 1

0

(2 − s)k−1skds

(ζ + 2ηs)k+d/2−1



∫ 1

0

skds

(ζ + ηs)k+d/2−1
,

and

I2 =
∫ 2

1

(2 − s)k−1skds

(ζ + 2ηs)k+d/2−1



∫ 2

1

(2 − s)k−1ds

(ζ + ηs)k+d/2−1

 (ζ + η)1−k−d/2.

As in the proof of Lemma 5.2, we apply the change of variables s = uζ and get

I1 
 ζ 2−d/2
∫ 1/ζ

0

ukdu

(1 + ηu)k+d/2−1
= ζ 2−d/2

∫ ∞

ζ

wd/2−3dw

(w + η)k+d/2−1
.

Assume η ≤ ζ . Then

I1 
 ζ 2−d/2
∫ ∞

ζ

w−k−2dw 
 ζ 1−k−d/2 
 (ζ + η)1−k−d/2. (5.15)

When η > ζ we have

I1 
 ζ 2−d/2
∫ ∞

ζ

wd/2−3dw

(w ∨ η)k+d/2−1
= ζ 2−d/2

(∫ η

ζ

wd/2−3dw

ηk+d/2−1
+

∫ ∞

η

dw

wk+2

)

= ζ 2−d/2
(

1

ηk+d/2−1

∫ η

ζ

wd/2−3dw + 1

(k + 1)ηk+1

)
.

At this point one needs to consider different values of d separately. We show only the case
d ≥ 5. For d = 2, 3, 4 the reasoning is similar. We have

I1 
 ζ 2−d/2

[
2
(
ηd/2−2 − ζ d/2−2

)

(d − 4)ηk+d/2−1
+ 1

(k + 1)ηk+1

]

 (ζ + η)−k−1ζ 2−d/2.

For η ≤ ζ we have ζ + η 
 ζ , and by Eq. 5.15 we get

I1 
 (ζ + η)1−k−d/2 
 (ζ + η)−k−1ζ 2−d/2.

Since d ≥ 5, the upper bound of the last estimate also dominates I2. This proves (5.13).

We will next give sharp two-sided estimates of Gk(x, y) in the rank one case. Recall the
notation ρ(x) := 1 − |x|.

Theorem 5.4 Let �(x, y) := |x−y|∨|x−σy|. The two-sided bound of Gk(x, y) on B×B

is the following.

1. If d = 2, then

Gk(x, y) 
 1

�(x, y)2k

(
1 ∧ ρ(x)ρ(y)

|x − y|2
)[

1 ∨ log

( |x1y1| ∧ ρ(x)ρ(y)

|x − y|2
)]

×
[
1 ∨ log

( |x1y1|
ρ(x)ρ(y) ∨ |x − σy|2

)]
. (5.16)

2. If d = 3, then

Gk(x, y) 
 1

�(x, y)2k|x − y|
(
1 ∧

√
ρ(x)ρ(y)

|x − y|
)

(5.17)

×
(
1 ∧

√
ρ(x)ρ(y)

|x − y| ∧ |x − σy|
)

.
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3. If d = 4, then

Gk(x, y) 
 1

�(x, y)2k|x − y|2
(
1 ∧ ρ(x)ρ(y)

|x − y|2 ∧ |x − σy|2
)

(5.18)

×
[
1 ∨ log

( |x1y1| ∧ ρ(x)ρ(y)

|x − σy|2
)]

.

4. If d ≥ 5, then

Gk(x, y) 
 1

�(x, y)2k(|x − y| ∧ |x − σy|)d−4|x − y|2 (5.19)

×
(
1 ∧ ρ(x)ρ(y)

|x − y|2 ∧ |x − σy|2
)

.

Theorem 5.4 is a direct consequence of Lemma 5.5 and Lemma 5.6 below.

Lemma 5.5 The two-sided bound of Gk(x, y) on {(x, y) ∈ B × B : x1y1 ≥ 0} is the
following.

1. If d = 2, then

Gk(x, y) 
 1

|x − σy|2k
(
1 ∧ ρ(x)ρ(y)

|x − y|2
)

(5.20)

×
[
1 ∨ log

(
x1y1 ∧ ρ(x)ρ(y)

|x − y|2
)]

.

2. If d ≥ 3, then

Gk(x, y) 
 1

|x − σy|2k|x − y|d−2

(
1 ∧ ρ(x)ρ(y)

|x − y|2
)

. (5.21)

Proof Let ζ = |x − y|2, η = x1y1, and ξ = ρ(x)ρ(y). By Theorem 3.2, Eqs. 5.1 and 5.3
we have

Gk(x, y) 

∫ 1

−1

ξ(1 − t)k−1(1 + t)kdt

(ξ + ζ + η(1 − t))(ζ + η(1 − t))k+d/2−1
. (5.22)

Assume first ξ ≤ ζ . Then by Eq. 5.22,

Gk(x, y) 

∫ 1

−1

ξ(1 − t)k−1(1 + t)kdt

(ζ + η(1 − t))k+d/2
,

and observe that the same integral appears in Eq. 5.10 with d ′ = d + 2 instead of d. Hence,
by Eq. 5.9 we get

Gk(x, y) 
 ξ(ζ + η)−kζ−d/2. (5.23)
Assume ξ > ζ . Using Eq. 5.22 and the substitution s = 1 − t we obtain

Gk(x, y) 

∫ 2

0

ξsk−1(2 − s)kds

(ξ + ηs)(ζ + ηs)k+d/2−1
= I1 + I2,

where

I1

∫ 1

0

ξsk−1ds

(ξ + ηs)(ζ + ηs)k+d/2−1
, (5.24)

and

I2 

∫ 2

1

ξ(2 − s)kds

(ξ + ηs)(ζ + ηs)k+d/2−1

 ξ

(ξ + η)(ζ + η)k+d/2−1
. (5.25)
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We will estimate I1 assuming d ≥ 3. The case d = 2 needs to be considered separately and
the reasoning is similar.

(a) ξ ≥ η. By Eq. 5.24 and the estimates from the proof of Lemma 5.2 we have

I1

∫ 1

0

sk−1ds

(ζ + ηs)k+d/2−1

 (ζ + η)−kζ 1−d/2.

Combining this with Eq. 5.25 give I1 + I2 
 I1.
(b) ζ < ξ < η. By Eq. 5.24 we have I1 
 I

(1)
1 + I

(2)
1 , where

I
(1)
1 =

∫ ξ/η

0

ξsk−1ds

(ξ + ηs)(ζ + ηs)k+d/2−1



∫ ξ/η

0

sk−1ds

(ζ + ηs)k+d/2−1


 η1−k−d/2
(

(η/ζ )k+d/2−1
∫ ζ/η

0
sk−1ds +

∫ ξ/η

ζ/η

s−d/2ds

)


 η1−k−d/2(η/ζ )d/2−1 
 (ζ + η)−kζ 1−d/2,

and

I
(2)
1 =

∫ 1

ξ/η

ξsk−1ds

(ξ + ηs)(ζ + ηs)k+d/2−1



∫ 1

ξ/η

ξds

ηk+d/2sd/2+1

= 2ξ

dηk+d/2

[
(η/ξ)d/2 − 1

]
≤ η−kξ1−d/2 
 (ζ + η)−kζ 1−d/2.

Hence

I1 = I
(1)
1 + I

(2)
1 
 I

(1)
1 
 (ζ + η)−kζ 1−d/2.

This and Eq. 5.25 give I1 + I2 
 I1.

Altogether, Gk(x, y) 
 (ζ + η)−kζ 1−d/2 for ξ > ζ , and Eq. 5.23 otherwise. This proves
(5.21).

Lemma 5.6 The two-sided bound of Gk(x, y) on {(x, y) ∈ B × B : x1y1 < 0} is the
following.

1. If d = 2, then

Gk(x, y) 
 1

|x − y|2k
(
1 ∧ ρ(x)ρ(y)

|x − y|2
)

(5.26)

×
[
1 ∨ log

( |x1y1|
ρ(x)ρ(y) ∨ |x − σy|2

)]
.

2. If d = 3, then

Gk(x, y) 
 1

|x − y|2k+1

(
1 ∧

√
ρ(x)ρ(y)

|x − σy|
) (

1 ∧
√

ρ(x)ρ(y)

|x − y|
)

. (5.27)

3. If d = 4, then

Gk(x, y) 
 1

|x − y|2k+2

(
1 ∧ ρ(x)ρ(y)

|x − σy|2
)

(5.28)

×
[
1 ∨ log

( |x1y1| ∧ ρ(x)ρ(y)

|x − σy|2
)]

.
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4. If d ≥ 5, then

Gk(x, y) 
 1

|x − y|2k+2|x − σy|d−4

(
1 ∧ ρ(x)ρ(y)

|x − σy|2
)

. (5.29)

Proof Denote ζ = |x − σy|2, η = |x1y1|, and ξ = ρ(x)ρ(y). By Theorem 3.2, Eqs. 5.1
and 5.3 we have

Gk(x, y) 

∫ 1

−1

ξ(1 − t)k−1(1 + t)kdt

(ξ + ζ + η(1 + t))(ζ + η(1 + t))k+d/2−1
. (5.30)

Assume first ξ ≤ ζ . Then by Eq. 5.30,

Gk(x, y) 

∫ 1

−1

ξ(1 − t)k−1(1 + t)kdt

(ζ + η(1 + t))k+d/2
.

Let d = 2. Using the estimate derived for Eq. 5.14 with d ′ = 4 instead of d, we get by
Eq. 5.12 that

Gk(x, y) 
 ξ(ζ + η)−k−1 (1 ∨ log(η/ζ )) . (5.31)

If d ≥ 3, then Eq. 5.13 with d ′ = d + 2 instead of d gives

Gk(x, y) 
 ξ(ζ + η)−k−1ζ 1−d/2. (5.32)

Assume ξ > ζ . Using (5.30) and substituting s = t + 1 we get

Gk(x, y) 

∫ 2

0

ξ(2 − s)k−1skds

(ξ + ηs)(ζ + ηs)k+d/2−1
= I1 + I2,

where

I1

∫ 1

0

ξskds

(ξ + ηs)(ζ + ηs)k+d/2−1
, (5.33)

and

I2

∫ 2

1

ξ(2 − s)k−1ds

(ξ + ηs)(ζ + ηs)k+d/2−1

 ξ

(ξ + η)(ζ + η)k+d/2−1
. (5.34)

In order to estimate I1 we need to consider several cases.

(a) ξ ≥ η. Then the estimate depends on the dimension as follows.

(i) 2 ≤ d ≤ 3. Equation 5.33 and the estimates derived in the proof of Lemma 5.3
give

I1

∫ 1

0

skds

(ζ + ηs)k+d/2−1

 (ζ + η)1−k−d/2.

In view of Eq. 5.34, we also have I1 + I2 
 I1.
(ii) d = 4. The same arguments as above give

I1

∫ 1

0

skds

(ζ + ηs)k+1

 (ζ + η)−k−1 (1 ∨ log(η/ζ )) ,

and I1 + I2 
 I1.
(iii) d ≥ 5. We get I1 + I2 
 I1 
 (ζ + η)−k−1ζ 2−d/2.
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(b) ξ < η. Then ζ < ξ < η. By Eq. 5.33, for any d ≥ 2 we have I1 
 I
(1)
1 + I

(2)
1 , where

I
(1)
1 =

∫ ξ/η

0

ξskds

(ξ + ηs)(ζ + ηs)k+d/2−1



∫ ξ/η

0

skds

(ζ + ηs)k+d/2−1


 η1−k−d/2
(

(η/ζ )k+d/2−1
∫ ζ/η

0
skds +

∫ ξ/η

ζ/η

s1−d/2ds

)
, (5.35)

and

I
(2)
1 =

∫ 1

ξ/η

ξskds

(ξ + ηs)(ζ + ηs)k+d/2−1

 ξ

ηk+d/2

∫ 1

ξ/η

s−d/2ds. (5.36)

At this point we assume d ≥ 5. For d = 2, 3, 4 the reasoning is similar and we omit
the details. By Eq. 5.35,

I
(1)
1 
 η1−k−d/2

[
2 (η/ζ )d/2−2 − (η/ξ)d/2−2

]

 η−k−1ζ 2−d/2,

and by Eq. 5.36,

I
(2)
1 
 ξη−k−d/2

[
(η/ξ)d/2−1 − 1

]
≤ η−k−1ξ2−d/2 ≤ η−k−1ζ 2−d/2.

It follows that I1 
 I
(1)
1 + I

(2)
1 
 I

(1)
1 . Furthermore, by Eq. 5.34,

I2 ≤ (ζ + η)1−k−d/2 ≤ (ζ + η)−k−1ζ 2−d/2.

Hence
I1 + I2 
 I1 
 η−k−1ζ 2−d/2 
 (ζ + η)−k−1ζ 2−d/2.

The same estimate holds also in (a)(iii). Combining this with Eq. 5.32 we obtain (5.29).

By Eqs. 2.7 and 5.1, the Poisson kernel in the rank one case in R
d can be written as

Pk(x, y) = ck

∫ 1

−1

(1 − |x|2)(1 − t)k−1(1 + t)kdt

(|x|2 + 1 − 2(tx1y1 + x2y2 + ... + xdyd))k+d/2
. (5.37)

As a consequence of the two-sided bounds of the Newton kernel obtained in Theorem 5.1
we get the following two-sided estimates of Pk(x, y).

Corollary 5.7 Let �(x, y) := |x −y|∨|x−σy|. The two-sided bound of Pk(x, y) on B×S

is the following.

1. If d = 2, then

Pk(x, y) 
 ρ(x)

�(x, y)2k|x − y|2
[
1 ∨ log

( |x1y1|
|x − σy|2

)]
. (5.38)

2. If d ≥ 3, then

Pk(x, y) 
 ρ(x)

�(x, y)2k|x − y|2(|x − y| ∧ |x − σy|)d−2
. (5.39)

Proof In view of the formulas Eqs. 5.2 and 5.37, we can apply Theorem 5.1 with d ′ = d +2
instead of d. Hence, Eq. 5.38 follows from Eqs. 5.6 and 5.39 follows from Eq. 5.7.
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Remark 5.8 When d = 1, the condition k > 1/2 guarantees that Nk(x, y) is well defined
and finite, and hence also Gk(x, y) and Pk(x, y). Using the methods of this section one can
derive the following two-sided estimates.

Nk(x, y) 
 (|x| + |y|)1−2k, x, y ∈ R,

Gk(x, y) 

√

ρ(x)ρ(y)

(|x| + |y|)2k−1

(
1 ∧

√
ρ(x)ρ(y)

|x − y|
)

, x, y ∈ (−1, 1),

Pk(x, y) 
 ρ(x), x ∈ (−1, 1), y ∈ {−1, 1}.

Remark 5.9 It is noteworthy that the explicit formulas for Nk(x, y), Gk(x, y) and Pk(x, y)

can be obtained in some particular cases, e.g., for k ∈ N and d ∈ 2N the integrands in
formulas Eqs. 5.2 and 5.37 are rational functions of t . For instance, when k = 1 and d = 2
(i.e. for the root system A1 in R

2), we can derive the following explicit expressions

N1(x, y) = 1

4π

[
|x − σy|2
2x2

1y
2
1

log

( |x − σy|
|x − y|

)
− 1

x1y1

]
, (5.40)

P1(x, y) = 1 − |x|2
4x2

1y
2
1

[
2x1y1

|x − y|2 + log

( |x − y|
|x − σy|

)]
,

G1(x, y) = |x − σy|2
8πx2

1y
2
1

log

( |x − σy|
|x − y|

)
− |x|2|x∗ − σy|2

8πx2
1y

2
1

log

( |x∗ − σy|
|x∗ − y|

)
.

Remark 5.10 W -radial case and applications to the Dyson Brownian Motion. The
results of this paper can be applied to the W -invariant part of the Dunkl Laplacian,

�W
k f (x) = �f (x) +

∑

α∈R+
k(α)

∂αf (x)

〈α, x〉 .

Notice that for k = 1 and W = Sd−1 this is just the generator of the d-dimensional Dyson
Brownian motion. In fact, for all integral kernels K(x, y) for �k considered in the paper,
the following formula holds

KW (x, y) =
∑

g∈W

K(x, gy), (5.41)

where KW is the corresponding kernel for the operator �W
k .

In the rank one case with k = 1 and d = 2, formulas Eqs. 5.40 and 5.41 give

NW
1 (x, y) = 1

2πx1y1
log

( |x − σy|
|x − y|

)
,

P W
1 (x, y) = 2(1 − |x|2)

|x − y|2|x − σy|2 ,

GW
1 (x, y) = 1

2πx1y1
log

( |x∗ − y||x − σy|
|x − y||x∗ − σy|

)
.

Furthermore, by multiplying the above formulas by ω1(y) = y2
1 and going back to the initial

form A1 = {± 1√
2
(e1 − e2)} with the standard basis vectors e1, e2 one obtains the Newton
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kernel, Poisson kernel and Green function of the unit ball in the setting of the potential
theory of 2-dimensional Dyson Brownian motion:

N
Dys

1 (x, y) = 1

2π

π(y)

π(x)
log

( |x − σαy|
|x − y|

)
,

P
Dys

1 (x, y) = 2π(y)2(1 − |x|2)
|x − y|2|x − σαy|2 ,

G
Dys

1 (x, y) = 1

2π

π(y)

π(x)
log

( |x∗ − y||x − σαy|
|x − y||x∗ − σαy|

)
,

where x, y are in the positive Weyl chamber C+ = {(z1, z2) : z1 > z2}, π(z) = z1 − z2,
and σα(z1, z2) = (z2, z1).
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