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Abstract

This work is concerned with the fast diffusion equation ut = ∆um − uκ in R
n, where

0 < m < 1 and κ < 1. A global positive solution is said to quench regularly in infinite
time if u(xk, tk) → 0 for some bounded sequence (xk)k∈N and some tk → ∞, and if
sup(x,t)∈K×(0,∞) u(x, t) <∞ for all compact K ⊂⊂ R

n. It is shown that such regular
quenching in infinite time occurs for a large class of initial data if κ > m, whereas
it is impossible in one space dimension when κ < −m and the solution is radially
symmetric and nondecreasing for x > 0.
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Introduction

We consider the Cauchy problem in R
n for the fast diffusion equation with strong absorp-

tion,
{

ut = ∆um − uκ, x ∈ R
n, t > 0,

u(x, 0) = u0(x), x ∈ R
n,

(0.1)

with parameters 0 < m < 1 and κ < 1 and positive initial data u0 ∈ C0(Rn).
It can easily be seen that (0.1) cannot have any bounded positive solution. Namely, a
comparison argument involving spatially homogeneous solutions shows that any suppos-
edly global solution of (0.1) with bounded initial data must vanish identically after some
finite time and hence undergo a finite-time extinction. There is a considerable literature
on parabolic problems with strong absorption that deal with the precise description of
the qualitative behavior of solutions near zeroes, addressing a large class of quasilinear
and semilinear PDEs of type (0.1) and also including cases where positive values of u are
prescribed on the boundary of some bounded domain. Typical questions in this respect
concern the time evolution of the support ([BoU], [EK], [FLV], [GSV], [GK], [CMM]) as
well as quenching rates and profiles ([FG], [G], [GS], [FK92]).

But also global positive solutions of (0.1), thus existing only for unbounded u0, face two
possible types of behavior in respect of singularity formation: They can either remain
uniformly bounded away from zero and thus ignore the singularity in the absorption term
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in (0.1); or they approach, though being positive for all times, the value zero somewhere
in space as t→ ∞. The occurrence of the latter phenomenon, also referred to as quench-
ing in infinite time, is the objective of the present work. It marks one possibility of
infinite-time sigularity formation in diffusion processes, and is thereby closely related to
the phenomenon of infinite-time blow-up, aka grow-up, which has been detected to occur
in some forced heat equations, and which has received considerable interest within the last
decade (see [FKWY] and the references therein).

The study of infinite-time quenching was initiated, to the best of our knowledge, in [Le]
and studied for the semilinear analogue ut = ∆u− uκ of (0.1) in [FK90] and [FHQ], both
works addressing the associated Dirichlet problem with prescribed boundary values u = 1
in smooth bounded domains: In [FK90], it was shown that if the absorption term is strong
enough in the sense that κ < −1 if n ≤ 2 or κ < −3 if n = 3, then quenching in infinite
time does not occur in convex domains for solutions which decrease with time. On the
other hand, the results in [FHQ] give a complete picture for the choice u0 ≡ 1 in balls
with certain critical radii. It was shown there that then infinite-time quenching occurs if
and only if 3 ≤ n ≤ 9 and − χ(n)

2−χ(n) ≤ κ < 0 with χ(n) = n
2 −

√
n− 1.

Some results are also known for equations involving nonlinear diffusion; these mainly con-
centrate on the corresponding Dirichlet problem for the quasilinear degenerate diffusion
equation vt = vp∆v − vq with positive p and q < 1, representing the case of slow dif-
fusion. (Observe for comparison that via the transformation v = um, the fast diffusion
equation in (0.1) corresponds to an equation of this type with p = −1−m

m
< 0.) In [W1]

and [W3, Thm. 6.4.2], the possibility of quenching in infinite time was ruled out in the
one-dimensional setting for p > 1, q > p−1 and large domains, and for p > 1, q < p−1 and
arbitrary domains. Moreover, infinite-time quenching is impossible for radially symmetric
solutions decreasing with time when p > 1 and either n = 2 and q < p − 1, or n = 3 and
q < p − 3 ([W3, Thm. 6.4.3]). On the other hand, quenching in infinite time occurs for

v0 ≡ 1 in certain balls if 1 ≤ p ≤ 1 + χ(n)
2−χ(n) and q > p− χ(n)

2−χ(n) ([W3, Lemma 6.4.1]).
The only result we are aware of that refers to a Cauchy problem also concerns the above
slow-diffusion case: In [W3, Thm. 5.1.3], it has been shown that regular quenching in
infinite time (in the sense of Definition 0.1 below) is impossible when n = 1, p ≥ 2 and
q > 2 − p.
To summarize, the previously known results indicate that infinite-time quenching appears
to be quite a rarely observed phenomenon in problems involving either linear or slow non-
linear diffusion. In contrast to this, for the fast diffusion problem (0.1) the present work
identifies a certain parameter regime and a large set of initial data for which quenching
in infinite time occurs. Moreover, some qualitative feature of this sigularity formation
process will be asserted: The quenching solutions we construct will be free of pathologies
such as the conceivable coincidence of quenching points and blow-up points, and thereby
comply with the concept of regular quenching introduced as follows.

Definition 0.1 We say that a positive classical solution u of (0.1) in R
n×(0, T ) quenches

regularly at time t = T ≤ ∞ if there exists a bounded sequence (xk)k∈N and a sequence of
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times tk → ∞ such that u(xk, tk) → 0 as k → ∞, and if

for all K ⊂⊂ R
n there exists C(K) > 0 such that

u(x, t) ≤ C(K) for all x ∈ K and t ∈ (0, T ). (0.2)

Using this notion, our main results indicate that regular infinite-time quenching occurs for
many (quickly growing) initial data if κ is sufficiently large, whereas when κ is small, it
is impossible for ‘any’ initial data with arbitrary growth, at least in one space dimension
and under additional symmetry and monotonicity hypotheses:

• If 0 < m < 1 and m < κ < 1 then the solution of (0.1) quenches regularly in
infinite time whenever the initial data u0 ∈ C1(Rn) grow sufficiently fast as |x| → ∞
(Theorem 1.9); on the other hand,

• if n = 1, 0 < m < 1 and κ < −m then (0.1) does not possess any radially symmetric
solution, nondecreasing for x > 0, that quenches regularly in infinite time (Theorem
2.4).

Observe that in the neighboring regime κ ≥ 1 of weak absorption, many global positive
solutions exist that converge to zero uniformly in space as t→ ∞: For example, this is the
case for all initial data u0 satisfying c0 ≤ u0 ≤ c1 on R

n with positive constants c0 and c1;

namely, by a simple comparison argument, such solutions satisfy [c1−κ
0 + (κ− 1)t]−

1
κ−1 ≤

u(x, t) ≤ [c1−κ
1 + (κ − 1)t]−

1
κ−1 if κ > 1 and c0e

−t ≤ u(x, t) ≤ c1e
−t when κ = 1. It might

therefore not be surprising that those κ < 1 that allow for infinite-time quenching can
preferably be found near the value 1. As to the gap of parameters κ between −m and m
not captured here, we believe but cannot prove that (regular) quenching in infinite time
does not occur as well.
The results concerning κ > m are proved in Section 1, and mainly rely on an interpolation
argument (asserting global existence) and a pointwise semi-concavity estimate (ensuring
regularity of quenching). Section 2 deals with the case κ < −m and is essentially based on
some techniques previously used in the analysis blow-up and quenching problems ([Kap],
[FMcL], [FK92]).

1 Infinite-time quenching for κ > m

Throughout this section we assume that 0 < m < κ < 1, and that u0 is smooth enough
such that u0 ∈ C1(Rn). Of course, the latter assumption is for convenience in notation
only and can be relaxed to u0 ∈ C0(Rn) at the cost of some further technical expense.
The growth restriction under which we shall prove quenching in infinite time is the follow-
ing quantitative version of the requirement that u0(x) → ∞ uniformly as |x| → ∞. Here
and in the sequel, by BR we denote the ball in R

n with radius R centered at x = 0.

(H) There exists a radially symmetric ϕ ∈ C1(Rn) with R 7→ ‖ϕ‖L∞(∂BR) nondecreasing
such that u0 ≥ ϕ and

∫

Rn

ϕ−γ ≤Mγ−µ
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holds for all sufficiently small γ > 0, some M > 1 and some µ < µ0, where

µ0 :=
n(κ−m)

2(1 − κ)
.

Remark. Hypothesis (H) is fulfilled if

u0(x) ≥ c1e
c2|x|β for all x ∈ R

n

is valid with some β > n2

2 · κ−m
1−κ

and positive numbers c1 and c2.

Remark. For the mere existence proof of a local-in-time solution to (0.1) – up to
Corollary 1.3 and even to Lemma 1.5 – (H) will actually not be needed in this sharp form
and may be replaced with the relaxed reqirement that inf

|x|>r
u0(x) → ∞ as r → ∞.

In order to construct a solution of (0.1), let us fix a decreasing family (u0R)R>0 of smooth
positive functions on BR with u0R → u0 in C1

loc(R
n). We furthermore assume that

u0R|∂BR
= ∞ in the sense that u0R(x) → ∞ uniformly as |x| → R, that is, we re-

quire inf
r<|x|<R

u0R(x) → ∞ as r → R. Next, for fixed R we choose an increasing sequence

(u0Rj)j∈N of smooth positive functions on B̄R such that u0Rj → u0R in C1
loc(BR) as j → ∞,

u0Rj ≤ j in BR, u0Rj |∂BR
= j and ∆um

0Rj−uκ
0Rj = 0 on ∂BR. (The latter two requirements

may be achieved, for instance, by setting u0Rj(x) :=
(

jm− jκ

2n
(R2−|x|2)

)
1
m

near |x| = R.)

Then the approximate problems










∂tuRj = ∆um
Rj − uκ

Rj , x ∈ BR, t > 0,

uRj(x, t) = j, x ∈ ∂BR, t > 0,

uRj(x, 0) = u0Rj(x), x ∈ BR,

(1.1)

have (unique) solutions uRj which exist up to a maximum existence time T (uRj) ≤ ∞.

Lemma 1.1 Assume that (H) holds.

i) For all η > 0 one can find Tmin = Tmin(η) > 0 such that if u0Rj ≥ η in BR for some
R > 0 and j ∈ N then

uRj(x, t) ≥
η

2
for |x| < R and t < Tmin.

In particular, T (uRj) > Tmin( inf
x∈BR

u0Rj(x)).

ii) For all R > 0 there exists c = c(R) > 0 such that for each j ∈ N,

uRj(x, t) ≥ c for |x| < R and t < T (uRj).

iii) For all R > 0 and Λ > 0 one can pick r ∈ (0, R) and j0 ∈ N such that for all j ≥ j0,
we have

uRj(x, t) ≥ Λ for r < |x| < R and t < T (uRj).
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iv) Given R > 0 and r ∈ (0, R), there is c = c(r,R) > 0 such that for all j ∈ N,

uRj(x, t) ≤ c for |x| < r and t < T (uRj).

Proof. i) This easily results from comparison of u with the ‘flat’ solution

v(x, t) :=
(

η1−κ − (1 − κ)t
)

1
1−κ

of vt = ∆vm − vκ with initial data v(·, 0) ≡ η.

ii) Consider v(x, t) := a(1 + |x|2) 1
m with a > 0 small enough such that v ≤ u0Rj in BR

for all j, and such that aκ−m · (1 +R2)
κ
m ≤ 2n. Then

vt − ∆vm + vκ = −2nam + aκ(1 + |x|2) κ
m

≤ am ·
(

− 2n+ aκ−m · (1 +R2)
κ
m

)

≤ 0 in BR × (0,∞),

so that the comparison principle yields uRj ≥ a(1 + |x|2) 1
m ≥ a.

iii) Given Λ > 0, we fix ε > 0 small such that (2ε)−α ≥ Λ, where α := 2
κ−m

is positive
since κ > m. It is easy to see that there exists some large A0 > 0 such that

2mαA2
0

[

n(R2 − ρ2) + 2(mα + 1)ρ2
]

≥ 1 for all ρ ∈ [0, R].

Since u0R(x) → ∞ uniformly as |x| → R, u
− 1

α

0R is continuous in B̄R with u
− 1

α

0R |∂BR
= 0. We

thus can find A ≥ A0 fulfilling

u
− 1

α

0R (x) ≤ A(R2 − |x|2) +
ε

2
for all x ∈ BR.

By Dini’s theorem, the convergence u
− 1

α

0Rj → u
− 1

α

0R is uniform on B̄R, hence for some j0 ∈ N

we have

u
− 1

α

0Rj(x) ≤ A(R2 − |x|2) + ε for all x ∈ BR and j ≥ j0,

so that for such j,

v(x, t) :=
(

A(R2 − |x|2) + ε
)−α

, (x, t) ∈ BR × (0,∞),

lies below uRj at t = 0 and on ∂BR. Since furthermore the choices of α and A imply

vt − ∆vm + vκ =
(

A(R2 − |x|2) + ε
)−κα

·
{

−2mαA2
[

n(R2 − |x|2) + 2(mα+ 1)|x|2
]

−2nmαAε+ 1
}

≤ 0 in BR × (0,∞),
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we obtain uRj ≥ v in BR × (0,∞) by comparison. With r :=
√

R2 − ε
A

, for any x with
r < |x| < R and all t > 0 in particular we have

uRj(x, t) ≥ v(x, t)

≥ (2ε)−α ≥ Λ.

iv) Let R0 := R+r
2 and a0 > 0 be small such that

2mαR2
0a

2
0[n+ 2(mα+ 1)] ≤ 1,

where again α = 2
κ−m

. Since u0R is bounded in B̄R0 , there is a ≤ a0 such that for x ∈ BR0

we have u0R(x) ≤
(

a(R2
0 − |x|2)

)−α

and therefore uRj is majorized by

v(x, t) :=
(

a(R2
0 − |x|2)

)−α

on the parabolic boundary of BR0 × (0, T (uRj)). As

vt − ∆vm + vκ =
(

a(R2
0 − |x|2)

)−κα

·
{

−2mαa2
[

n(R2
0 − |x|2) + 2(mα+ 1)|x|2

]

+1
}

≥
(

a(R2
0 − |x|2)

)−κα

·
{

−2mαa2
[

nR2
0 + 2(mα+ 1)R2

0

]

+1
}

≥ 0 in BR0 × (0,∞)

by assumption on a, the comparison principle yields uRj ≤ v for all j, which implies the
claim, because v is uniformly bounded in Br × (0,∞). ////

Since the uRj are ordered by the comparison principle, from Lemma 1.1 and parabolic
Schauder estimates we immediately obtain that the uRj converge to a classical solution of
a boundary value problem with boundary data +∞ on ∂BR:

Corollary 1.2 The functions uRj exist globally (that is, T (uRj) = ∞) and there exists a
positive function uR such that

uRj ր uR in BR × (0,∞) as j → ∞

holds, the convergence taking place in the topology of C0(BR× [0,∞))∩C∞
loc(BR× (0,∞)).

The function uR satisfies











∂tuR = ∆um
R − uκ

R, x ∈ BR, t > 0,

uR(x, t) = ∞, x ∈ ∂BR, t > 0,

uR(x, 0) = u0R, x ∈ BR,

(1.2)

where the second condition is fulfilled in the sense that

inf
r<|x|<R,t>0

uR(x, t) → ∞ as r → R.
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Again by comparison, we find that also the family (uR)R>0 is ordered and thus decreases
to some limit. More precisely:

Corollary 1.3 We have

uR ց u in R
n × (0,∞) as Rր ∞

for some nonnegative function u : R
n × (0,∞) → R. Moreover, there exists a maximal

Tmax ∈ (0,∞] such that u is positive on R
n × (0, Tmax), the convergence uR → u takes

place in C0
loc(R

n × [0, Tmax))∩C∞
loc(R

n × (0, Tmax)) and u satisfies (0.1) in R
n × (0, Tmax).

Finally, u is locally bounded from above in R
n, uniformly with respect to t ∈ (0, Tmax).

Proof. As u0 is strictly positive in R
n by assumption, we can apply Lemma 1.1 i) to

see that Tmax indeed is positive. Boundedness from above is a consequence of Lemma 1.1
iv) and the monotone convergence. The rest immediately follows from parabolic Schauder
theory. ////

The next lemma provides some kind of semi-concavity estimate that has a large number
of parallels in the theory of quasilinear parabolic equations, but also of Hamilton-Jacobi
equations ([Ar], [W2], [Ha]).

Lemma 1.4 For all j ∈ N and R > 0, we have

∂tuRj

uRj
≤ 1

(1 −m)t
in BR × (0,∞).

Consequently,

ut

u
≤ 1

(1 −m)t
in R

n × (0,∞).

Proof. The function z :=
∂tu

m
Rj

um
Rj

is continuous in B̄R × [0,∞) and satisfies

zt = −1−m
m
z2 − (κ−m)u−1+κz +mu−1(um∆z + 2∇um · ∇z)

in BR × (0,∞). Since z = 0 on ∂BR and κ−m
m

is positive, the comparison principle tells us
that z lies below the (spatially homogeneous) solution y(t) of y′(t) = −1−m

m
y2(t) for t > 0

with y(0) = ∞, that is, z ≡ m∂tuRj

uRj
≤ m

(1−m)t . ////

As a consequence, we infer that once a solution of (0.1) becomes small, it must do so in a
comparatively large subset of R

n.

Lemma 1.5 Suppose u is radially symmetric and nondecreasing with respect to |x|. Then
for all τ > 0 there exists c1 > 0 such that if u(0, t) ≤ 1 for some t ≥ τ then u(x, t) ≤ 2u(0, t)

whenever |x| ≤ c1u
−κ−m

2m (0, t).
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Proof. We fix t ≥ τ and set v(r) := um(x, t) for r = |x|, and v0 := um(0, t). We
assume that v0 ≤ 1, and that for some r0 > 0, v(r) < 2mv0 for r < r0 and v(r0) = 2mv0.
From Lemma 1.4 we know that for r ∈ (0, r0)

vrr +
n− 1

r
vr ≤ 1

(1 −m)t
v

1
m + v

κ
m

≤
( 21−κ

(1 −m)τ
+ 1

)

· v κ
m

=: c2v
κ
m .

Multiplying this by vr ≥ 0, we obtain

1

2
v2
r (r) ≤ c2m

κ+m

(

v
κ+m

m (r) − v
κ+m

m
0

)

≤ c2m

κ+m
v

κ+m
m (r) for all r ∈ (0, r0)

and therefore upon integration

v(r) ≤ v0 ·
(

1 − c3v
κ−m
2m

0 r
)− 2m

κ−m
for all r ∈ (0, r0)

with c3 := κ−m
2m

√

2c2m
κ+m

. Thus, if

r <
1 − 2−

κ−m
2

c3
v
−κ−m

2m
0

then we necessarily have r < r0 and v(r) < 2mv0. ////

With the aid of the last assertion we can exclude that under condition (H) our solution
quenches in finite time.

Lemma 1.6 Suppose (H) holds. Then u is positive in R
n × [0,∞) and hence a global

classical solution of (0.1). Moreover, u satisfies the estimate

u(x, t) ≥ ct
− µm

(µ0−µ)(1−κ) for all x ∈ R
n and any t > 0. (1.3)

In the proof of Lemma 1.6 two more lemmas are required. The first one is an adaptation
of the classical Gagliardo-Nirenberg inequality (cf. [T]) to our situation. For the proof
of Lemma 1.6 it is important to notice that the appearing constant can be chosen to be
independent of the (small) summability power in the least order term on the right hand
side of the estimate.

Lemma 1.7 Suppose r0 ∈ (0, 2]. Then there is a constant CGN = CGN (n, r0) > 0 such
that for all r ∈ [r0, 2], any s ∈ (0,min{1, r}) and all ψ ∈ Ls(Rn) with ∇ψ ∈ L2(Rn), the
estimate

‖ψ‖Lr(Rn) ≤ CGN‖∇ψ‖a
L2(Rn)‖ψ‖1−a

Ls(Rn) (1.4)
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holds, where the number a ∈ (0, 1) is defined by

−n
r

= (1 − n

2
)a− n

s
(1 − a). (1.5)

Proof. As s < r ≤ 2 and s < 1 < 2, Hölder’s inequality gives

‖ψ‖Lr(Rn) ≤ ‖ψ‖b
L2(Rn)‖ψ‖1−b

Ls(Rn) with b =
2(r − s)

r(2 − s)

and

‖ψ‖L1(Rn) ≤ ‖ψ‖c
L2(Rn)‖ψ‖1−c

Ls(Rn) with c =
2(1 − s)

2 − s
.

Using the standard Gagliardo-Nirenberg inequality (cf. Chapter 3.4 in [T]), we infer that

‖ψ‖L2(Rn) ≤ c1‖∇ψ‖d
L2(Rn)‖ψ‖1−d

L1(Rn)
, where d =

n

n+ 2
.

Combining these relations, we obtain

‖ψ‖Lr(Rn) ≤ c
b

1−(1−d)c

1 ‖∇ψ‖
bd

1−(1−d)c

L2(Rn)
‖ψ‖

1−b+
b(1−c)(1−d)
1−(1−d)c

Ls(Rn) . (1.6)

As 1−s
2−s

≤ 1
2 , we estimate

b

1 − (1 − d)c
=

2

r

r − s

2 − s

(

1 − 4

n+ 2

1 − s

2 − s

)−1

≤ 2

r0

n+ 2

n
,

hence the constant in (1.6) is independent of r ∈ [r0, 2] and s ∈ (0,min{1, r}). Now an
elementary calculation shows that bd

1−(1−d)c coincides with a and thus (1.4) follows. ////

We shall also need the following elementary variant of Gronwall’s lemma.

Lemma 1.8 Let T > 0 and suppose y ∈ C0([0, T ]) satisfies

y(t) ≤ y0 + c0

∫ t

0
y1+λ(s)ds for all t ∈ [0, T ] (1.7)

with positive numbers y0, c0 and λ. Then

y(t) ≤ y0 · (1 − λyλ
0 c0t)

− 1
λ (1.8)

holds for all t ∈ [0, T ] satisfying t < 1
λyλ

0 c0
.
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Proof. The assertion will follow as soon as we have shown that for all ε > 0 and each
t ∈ [0, T ],

y(t) < (y0 + ε) · (1 − λ(y0 + ε)λc0t)
− 1

λ =: yε(t). (1.9)

Indeed, for t = 0 this is obvious, hence if (1.9) was false there were t0 ∈ (0, T ] such that
y(t) < yε(t) for all t < t0 and y(t0) = yε(t0). Noting that y′ε = c0y

1+λ
ε , we thus obtain

yε(t0) = y0 + ε+ c0

∫ t0

0
yε(s)

1+λds

> y0 + ε+ c0

∫ t0

0
y(s)1+λds

> y(t0),

a contradiction. ////

We are now ready for the proof of Lemma 1.6.

Proof (of Lemma 1.6). In view of the comparison principle, we may assume that u is
radially symmetric and nondecreasing with respect to |x|. With a small number γ ∈ (0, 1)
to be fixed below, we multiply (1.1) by u−γ−1

Rj and integrate over BR × (0, t) to obtain

1

γ

∫

BR

u
−γ
Rj (·, t) + m(γ + 1)

∫ t

0

∫

BR

u
m−γ−3
Rj |∇uRj |2 +m

∫ t

0

∫

∂BR

u
m−γ−2
Rj ∂νuRj

=
1

γ

∫

BR

u
−γ
0Rj +

∫ t

0

∫

BR

u
κ−γ−1
Rj . (1.10)

From a simple comparison argument we gain uRj ≤ j and therefore, since uRj |∂BR
= j,

the third term on the left is nonnegative, while

m(γ + 1)

∫ t

0

∫

BR

u
m−γ−3
Rj |∇uRj |2 =

4m(γ + 1)

(1 + γ −m)2

∫ t

0

∫

BR

∣

∣

∣
∇u−

1+γ−m
2

Rj

∣

∣

∣

2

≥ 4m

(2 −m)2

∫ t

0

∫

BR

∣

∣

∣
∇u−

1+γ−m
2

Rj

∣

∣

∣

2
,

because γ ∈ (0, 1). As uRj ր uR and ∇uRj → ∇uR a.e. in BR × (0, t), Fatou’s lemma and
the monotone convergence theorem yield

1

γ

∫

BR

u
−γ
R (·, t) +

4m

(2 −m)2

∫ t

0

∫

BR

∣

∣

∣
∇u−

1+γ−m
2

R

∣

∣

∣

2

≤ 1

γ

∫

BR

u
−γ
0R +

∫ t

0

∫

BR

u
κ−γ−1
R . (1.11)

Reformulated in terms of v := u
− 1+γ−m

2
R , this means that

1

γ
‖v(·, t)‖ξ

Lξ (BR)
+

4m

(2 −m)2

∫ t

0
‖∇v(·, s)‖2

L2(BR)ds

≤ 1

γ
‖v(·, 0)‖ξ

Lξ (BR)
+

∫ t

0
‖v(·, s)‖δ

Lδ (BR)ds, (1.12)
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where ξ := 2γ
1+γ−m

> 0 and δ := 2(1+γ−κ)
1+γ−m

is smaller than 2 due to κ > m. Therefore the
Gagliardo-Nirenberg inequality (1.4) gives

‖v(·, s)‖δ
Lδ (BR) ≤ Cδ

GN‖∇v(·, s)‖aδ
L2(BR)‖v(·, s)‖

(1−a)δ
Lκ(BR)

, (1.13)

with CGN independent of R and γ ≤ 1, where

a =

1
ξ
− 1

δ

1
n
− 1

2 + 1
ξ

.

Since aδ = 2n(1−κ)
2γ+n−nm

→ 2(1−κ)
1−m

< 2 as γ → 0, there exists some small γ0 > 0 such that for
any γ ≤ γ0, aδ ≤ c2 with some constant c2 < 2. Hence, if we employ Young’s inequality
in the form

AB ≤ ηAθ + c(θ, η)B
1

1− 1
θ , for all A,B > 0, where c(θ, η) :=

θ − 1

θ
(θη)−

1
θ−1 , (1.14)

with η := 4m
(2−m)2Cδ

GN

and θ := 2
aδ
> 1 then c(r, η) ≤ C for all γ ≤ γ0 and some C > 0.

Consequently, for such γ we have

‖v(·, s)‖δ
Lδ(BR) ≤

4m

(2 −m)2
‖∇v(·, s)‖2

L2(BR) + C
(

‖v(·, s)‖Lξ(BR)

)

(1−a)δ

1−aδ
2 . (1.15)

Inserting this into (1.12), for y(t) := ‖v(·, t)‖ξ

Lξ(BR)
, γ ≤ γ0, we obtain the inequality

y(t) ≤ y(0) + Cγ

∫ t

0
y1+λ(γ)(s)ds (1.16)

with

λ(γ) :=
(1 − a)δ

1 − aδ
2

1

ξ
− 1

=
2(1 − κ)

2γ + n(κ−m)

ր λ0 :=
2(1 − κ)

n(κ−m)
as γ ց 0,

where the first identity is verified by an elementary calculation. Thus, Lemma 1.8 entails

y(t) ≤ y(0)
(

1 − λ(γ)yλ(γ)(0) · Cγt
)− 1

λ(γ)
(1.17)

for all t > 0 satisfying t < 1
λ(γ)yλ(γ)(0)·Cγ

. Now let τ > 0 be such that u (and hence

uR ≥ u) is strictly positive for t ≤ τ , which is possible due to Corollary 1.3, and let c1,
M > 1 and µ < µ0 ≡ 1

λ0
denote the constants provided by Lemma 1.5 and hypothesis

(H), respectively. We fix T > τ and note that in order to prove (1.3) at time t = T it

11



is sufficient to consider the case that u(0, T ) ≤ 1. Given ε ∈ (0, 1
µ
), we pick an arbitrary

γ1(ε) such that λ(γ) > λ0 − ε for all γ < γ1(ε) and define

γ ≡ γ(T ) := min
{

1, γ0, γ1(ε), (2Cλ0M
λ0T )

− 1
1−λ0µ

}

. (1.18)

This guarantees that

λ(γ)Mλ(γ)γ1−λ(γ)µ · CT ≤ λ0M
λ0γ1−λ0µ · CT ≤ 1

2

and hence from (1.17) and (H) in the limit R→ ∞ we infer that
∫

Rn

u−γ(·, T ) ≤
(

∫

Rn

u
−γ
0

)

·
(

1 − λ(γ)
(

∫

Rn

u
−γ
0

)λ(γ)
· CγT

)− 1
λ(γ)

≤ Mγ−µ ·
(

1 − λ(γ)Mλ(γ)γ−λ(γ)µ · CγT
)− 1

λ(γ)

≤ Mγ−µ ·
(

λ0M
λ0γ1−λ0µ · CT

)− 1
λ0−ε

= M
− ε

λ0−ε · (λ0C)
− 1

λ0−ε · γ−
1−εµ
λ0−ε · T− 1

λ0−ε . (1.19)

On the other hand, by Lemma 1.5, since u(0, T ) ≤ 1 and γ ≤ 1, we have
∫

Rn

u−γ(·, T ) ≥ (2u(0, T ))−γ ·
∣

∣

∣
{x ∈ R

n | |x| ≤ c1u
−κ−m

2m (0, T )}
∣

∣

∣

≥ ωn

2n
cn1 · u−

n(κ−m)
2m (0, T ), (1.20)

where ωn denotes the area of the unit sphere in R
n. Combining (1.19) with (1.20), we end

up with

u(0, T ) ≥
(ωn

2n
cn1M

ε
λ0−ε (λ0C)

1
λ0−ε

)
2m

n(κ−m) ·
(

γ
1−εµ
λ0−ε (T ) · T

1
λ0−ε

)
2m

n(κ−m)
. (1.21)

Since the radial function u(·, T ) is nondecreasing with respect to |x|, this shows that
u(·, T ) is positive in R

n for all T > τ ; by the choice of τ , u is thereby proved to be positive
in R

n × [0,∞). Moreover, the definition (1.18) of γ(T ) entails that with some constant

c3 > 0, for all T > τ we have γ(T ) ≥ c3T
− 1

1−λ0µ , and hence from (1.21) and the fact that

µ0 = 1
λ0

= n(κ−m)
2(1−κ) we obtain

inf
x∈Rn

u(x, T ) ≥ c4

(

T
− 1

1−λ0µ
· 1−εµ
λ0−ε

+ 1
λ0−ε

)
2m

n(κ−m)

= c4T
− µµ0

µ0−µ
· 2m
n(κ−m)

= c4T
− µm

(µ0−µ)(1−κ) for all T > 0

with a positive constant c4. This proves (1.3). ////

Now that we have ruled out quenching in finite time, all that remains to show is that u
indeed quenches in infinite time. In fact, we can prove a somewhat sharper result.
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Theorem 1.9 Suppose m ∈ (0, 1), κ ∈ (m, 1), and assume that u0 satisfies the growth
assumption (H). Then the solution u constructed in Corollary 1.3 quenches regularly at
t = ∞ in the sense of Definition 0.1. More precisely, for all compact K ⊂⊂ R

n, we have

sup
x∈K

u(x, t) → 0 as t→ ∞, (1.22)

and there exists c > 0 such that

inf
x∈Rn

u(x, t) ≥ ct
− µm

(µ0−µ)(1−κ) (1.23)

with µ and µ0 as specified in (H).

Proof. The estimate (1.23) has just been proved in Lemma 1.6. To check (1.22), for

given K ⊂⊂ R
n and ε > 0, we fix some large R > 0 such that K ⊂ BR

2
and R > 4

3c0 ·(2
ε
)

1
α ,

where again α := 2
κ−m

and c0 :=
√

4mα(2mα + 2 + n). By Corollary 1.3, u is bounded,

say, u ≤ c1, in BR × (0,∞), whence we may choose some positive δ < c0c
− 1

α

1 R. Next, we
let y : [0,∞) → [0,∞) be a continuously differentiable function with y(0) ≥ c1R

2α which
satisfies

0 ≥ y′ ≥ −1

2
δ(1−κ)αyκ in (0,∞)

as well as

y(t) ց y∞ := cα0R
α as t→ ∞.

Then

v(x, t) := y(t) · (R2 − |x|2)−α, (x, t) ∈ B√
R2−δ × (0,∞),

fulfills

v(x, 0) = y(0) · (R2 − |x|2)−α

≥ y(0) ·R−2α

≥ c1

≥ u0(x) for all x ∈ B√
R2−δ,

while for x ∈ ∂B√
R2−δ and all t > 0,

v(x, t) = y(t) · δ−α

≥ y∞ · δ−α

≥ c1

≥ u(x, t).

13



Moreover, using the definitions of c0 and α and the properties of y we find

vt − ∆vm + vκ = y′ · (R2 − |x|2)−α

−2mα
[

n(R2 − |x|2) + 2(mα+ 1)|x|2
]

ym(R2 − |x|2)−mα−2

+yκ(R2 − |x|2)−κα

≥ y′(R2 − |x|2)−α

−1

2
c20R

2 · ym(R2 − |x|2)−mα−2

+yκ(R2 − |x|2)−κα

=

{

y′ + yκ(R2 − |x|2)(1−κ)α ·
[

1 − 1

2
c20R

2y−(κ−m)
]

}

· (R2 − |x|2)−α

≥
{

y′ + yκ(R2 − |x|2)(1−κ)α ·
[

1 − 1

2
c20R

2y−(κ−m)
∞

]

}

· (R2 − |x|2)−α

=
{

y′ + yκ(R2 − |x|2)(1−κ)α · 1

2

}

· (R2 − |x|2)−α

≥
{

y′ +
1

2
δ(1−κ)αyκ

}

· (R2 − |x|2)−α

≥ 0 in B√
R2−δ × (0,∞),

whereby it follows that v ≥ u in B√
R2−δ×(0,∞). Thus, with t0 large such that y(t) ≤ 2y∞

for t ≥ t0, we find that for any x ∈ K and all t ≥ t0,

u(x, t) ≤ v(x, t)

≤ 2y∞ ·
(

R2 −
(R

2

)2)−α

= 2 ·
(4

3

)α

cα0R
−α

< ε

according to our choice of R and y∞. This proves the claim. ////

2 Absence of regular infinite-time quenching for κ < −m

Throughout this section, we assume that n = 1, and that u is a classical (and hence
positive) solution of (0.1) in R × (0,∞), satisfying (0.2), and that

u is symmetric with respect to x = 0
and nondecreasing in x for x ≥ 0 and t ≥ 0.

(2.1)

Our goal is to show that under these hypotheses, regular quenching in infinite time in
the sense of Definition 0.1 does not occur when the absorption term in (0.1) is sufficiently
strong, namely, if κ < −m. As a first step towards this, let us make sure that such type
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of singularity formation, if at all, can occur only at x = 0. Note that this result is valid
even for all κ < 0.

Lemma 2.1 Suppose that n = 1, m ∈ (0, 1) and κ < 0, and assume that u is a global
classical solution of (0.1) satisfying (2.1) and (0.2). Then for all x0 > 0 there exists
c(x0) > 0 such that

u(x0, t) ≥ c(x0) for all t ≥ 0. (2.2)

Proof. Suppose on the contrary that for some x0 > 0, there exists a sequence of times
tk → ∞ such that u(x0, tk) → 0 as k → ∞. Then according to (2.1), we also have

u(·, tk) → 0 uniformly in Ω := (−x0, x0) (2.3)

as k → ∞. Let Θ1(x) := π
4x0

cos πx
2x0

denote the principal Dirichlet eigenfunction of −(·)xx

in Ω, which has been normalized such that
∫

Ω Θ1(x)dx = 1. Multiplying (0.1) by Θ1(x)
and integrating over Ω yields

d

dt

∫

Ω
uΘ1 =

∫

Ω
(um)xxΘ1 −

∫

Ω
uκΘ1

= − π2

4x2
0

∫

Ω
umΘ1 −

∫

∂Ω
um∂νΘ1 −

∫

Ω
uκΘ1

≤ (C([−x0, x0]))
m · π

2

4x2
0

−
∫

Ω
uκΘ1, (2.4)

with C([−x0, x0]) taken from (0.2). Since κ < 0, Hölder’s inequality says that

∫

Ω
uκΘ1 ≥

(

∫

Ω
uΘ1

)κ

,

so that from (2.4) we obtain that y(t) :=
∫

Ω u(x, t)Θ1(x)dx satisfies the singular ODI

y′(t) ≤ c1 − y−α(t) for all t > 0

with a positive constant c1 and α = −κ > 0. By (2.3), however, we know that y(tk) → 0
as k → ∞, which along with an ODE comparison argument shows that y must vanish at
some finite time. This contradicts the assumed global positivity of u and thereby finishes
the proof. ////

One important feature of the parameter regime κ < −m is the nonexistence of singular
steady states – that is, of equilibria with zeroes. Regular stationary solutions, when known
to be small at some point, therefore necessarily must become large even near this point,
as will be shown in the following lemma. Observe that classical steady states of (0.1) are
exactly the 1

m
-th powers of solutions w of the ODE wxx = w−β−1 with β := −κ

m
− 1 which

is positive if κ < −m.
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Lemma 2.2 Let β > 0. For δ ∈ (0, 1), consider the solutions of the initial-value problem
{

wδxx = w
−β−1
δ , x ∈ R,

wδ(0) = δ, wδx(0) = 0.
(2.5)

Then for all x 6= 0 we have
wδ(x) → ∞ as δ ց 0. (2.6)

Proof. Multiplying (2.5) by wδx and integrating twice, we obtain that wδ is implicitly
given by

∫ wδ(x)

δ

ds√
δ−β − s−β

=

√

2

β
|x|, x ∈ R.

Substituting s = δσ, we find

δ1+
β
2

∫

wδ(x)

δ

1

dσ√
1 − σ−β

=

√

2

β
|x|, x ∈ R, (2.7)

from which it follows that

wδ(x)

δ
→ ∞ as δ ց 0

for each x 6= 0. Now for z > 2 we have
∫ z

1

dσ√
1 − σ−β

≤
∫ 2

1

dσ√
1 − σ−β

+

∫ z

2

dσ√
1 − 2−β

= a+ bz

with the constants

a =

∫ 2

1

dσ√
1 − σ−β

− 2√
1 − 2−β

and b =
1√

1 − 2−β
.

For x 6= 0 and sufficiently small δ > 0, (2.7) therefore yields the estimate
√

2

β
|x| ≤ δ1+

β
2

(

a+ b · wδ(x)

δ

)

= aδ1+
β
2 + bδ

β
2wδ(x),

which immediately implies (2.6), because β > 0. ////

We proceed to derive from the lower pointwise estimate from Lemma 2.1 a statement that
may be read as a weak type of upper estimate for quenching solutions.

Lemma 2.3 Assume n = 1,m ∈ (0, 1), κ < −m, and that u is a global classical solution
of (0.1) satisfying (2.1) and (0.2). If u quenches at t = ∞ then for all x0 > 0 we have

lim
t→∞

∫ x0

−x0

u−λ(x, t)dx = ∞ for all λ >
m− κ

2
. (2.8)
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Proof. For convenience in notation, we transform (0.1) via the substitution v(x, t) =
um(x, t

m
) into the problem

{

vt = v−pvxx − v−q, x ∈ R, t > 0,

v(x, 0) = v0(x) := um
0 (x), x ∈ R,

(2.9)

with new parameters p = 1−m
m

> 0 and q = 1−m−κ
m

. Note that our assumption κ < −m
corresponds to the inequality q > p+ 1, and if u quenches in infinite time then so does v.
Replacing t with t̃ := t + 1 if necessary, we may assume that v0 is smooth on R. Given
x0 > 0, we write Ω := (−x0, x0). Since v quenches at t = ∞, there exists a sequence of
times tk → ∞ such that

mk := v(0, tk) = min
(x,t)∈Ω̄×[0,tk]

v(x, t) for all k ∈ N

and

mk → 0 as k → ∞.

For fixed k ∈ N we set

P (x, t) :=
1

2
v2
x − f(v) − ηt for (x, t) ∈ Ω̄ × [0, tk].

Here, η ∈ (0, 1) is small and

f(s) :=

∫ s

mk

σ−(q−p)dσ =
m

−(q−p−1)
k − s−(q−p−1)

q − p− 1
for s ≥ mk.

Observe that the hypothesis q > p + 1 guarantees that
∫ s

0 σ
−(q−p)dσ = ∞ for all s > 0.

Thus, since mk → 0 as k → ∞, we may assume that f(v) is large enough so as to satisfy

1

2
v2
0x(x) < f(v0(0)) for all x ∈ Ω (2.10)

and
1

2
v2
x(x0, t) ≤ f(cm(x0)) for all t ∈ (0,∞), (2.11)

where c(x0) is as provided by Lemma 2.1. In asserting (2.11) we tacitly make use of
the fact that (2.2) in conjunction with (0.2) implies that ux and hence vx is bounded
in (1

2x0, 2x0) × (0,∞) by parabolic Schauder estimates. As a consequence of (2.10) and
(2.11),

P < 0 at t = 0 and at x = ±x0.

Furthermore, P satisfies

Pt = A(x, t)Pxx +B(x, t)Px + C(x, t) in
{

(x, t) ∈ Ω̄ × (0, tk] | ux(x, t) 6= 0
}
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with

A(x, t) = v−p,

B(x, t) =
−v−pvxx − v−pf ′

vx
− pv−p−1vx

and

C(x, t) = −v−p(f ′)2 + v−qf ′ + (v−pf ′′ − pv−p−1f ′ + qv−q−1)v2
x − η

= −η < 0,

because f ′(s) = s−(q−p) and f ′′(s) = −(q−p)s−(q−p+1). Note that since f(v) ≥ 0, we have
P ≤ 0 at the points where B might become singular (that is, where vx = 0). Accordingly,
if the maximum of P over Ω̄ × [0, tk] was positive, it would be attained at some point in
Ω × (0, tk] and we would have Px = 0, Pxx ≤ 0 and Pt ≥ 0 at this point. However, this
means that we would have

0 ≤ Pt −APxx −BPx = C = −η < 0

there, which is impossible. We conclude that P ≤ 0 in Ω̄× [0, tk] and consequently, in the
limit η → 0, we obtain that

|vx(x, tk)| ≤
√

2

q − p− 1

(

m
−(q−p−1)
k − v−(q−p−1)(x, tk)

)

for x ∈ Ω. (2.12)

A relation similar to the above one, with inequality sign replaced by ‘=’, is satisfied by
some regular stationary solution: Namely, recalling the definition of wδ given in Lemma
2.2 with β = −κ

m
− 1 ≡ q − p− 1 > 0, we find that wδ satisfies

wδx(x) = sign(x) ·
√

2

q − p− 1

(

δ−(q−p−1) −w
−(q−p−1)
δ (x)

)

for x 6= 0. (2.13)

Hence, an ODE comparison involving (2.12) shows that

v(x, tk) ≤ wmk
(x) for all x ∈ Ω̄ (2.14)

and all large k ∈ N.
In order to suitably extend this estimate to times t not contained in the particular sequence
(tk)k∈N, we use a parabolic comparison argument. For this purpose, let C(Ω̄) denote the
constant provided by (0.2). Then Lemma 2.2 yields some δ0 < 1 such that for all δ < δ0,
the solutions wδ of (2.5) satisfy wδ(±x0) > (C(Ω̄))m and hence

wδ(±x0) > v(±x0, t) for all t ≥ 0. (2.15)

In particular, using (2.14) we see that if k is sufficiently large then wmk
≥ v on the

parabolic boundary of Ω × (tk,∞). Therefore the comparison principle entails that for
such k,

v(x, t) ≤ wmk
(x) for all x ∈ Ω and t > tk. (2.16)
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Now in view of the mean value theorem, (2.13) implies that for x 6= 0

|wδx(x)| ≤
√

2δ−
q−p
2

√

wδ(x) − δ

and hence upon integration we find

wδ(x) ≤ δ +
1

2
δ−(q−p)x2 for all x 6= 0.

Thus,

wδ(x) ≤ 2δ

holds for all x ∈ R which satisfy

1

2
δ−(q−p)x2 ≤ δ

or, equivalently,

|x| ≤
√

2δ
q−p+1

2 .

Using (2.14), for Λ > 0 we therefore obtain

∫

Ω
v−Λ(x, t)dx ≥

∫

|x|≤
√

2m
q−p+1

2
k

(2mk)−Λ

≥ 2
√

2m
q−p+1

2
k · (2mk)

−Λ

for all t > tk and sufficiently large k ∈ N. Since mk → 0 as k → ∞ by assumption, this
shows that

∫

Ω v
−Λ(x, t)dx → ∞ as t → ∞ whenever Λ > q−p+1

2 . Transforming back to u,
we end up with (2.8). ////

We proceed to prove our final result that rules out the possibility of regular quenching in
infinite time for κ < −m.

Theorem 2.4 Let n = 1, and assume that m ∈ (0, 1) and κ < −m. Then there is no
solution to (0.1) satisfying (2.1) and (0.2) that quenches in infinite time.

Proof. Suppose on the contrary that such a quenching solution exists. We then
integrate (0.1) over Ω := (−1

2 ,
1
2) to obtain

d

dt

∫

Ω
u =

∫

∂Ω
∂νu

m −
∫

Ω
uκ for all t > 0. (2.17)

By (0.2), Lemma 2.1 and parabolic regularity theory,

∫

∂Ω
∂νu

m(·, t) ≤ c ∀ t > 1
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with some c > 0, while Lemma 2.3 entails that

∫

Ω
uκ(·, t) ≥ 2c for all sufficiently large t,

because −κ > m−κ
2 due to our assumption on κ. Using this in (2.17) and applying Hölder’s

inequality, for large t we obtain

d

dt

∫

Ω
u ≤ −1

2

∫

Ω
uκ

≤ −1

2

(

∫

Ω
u
)κ

.

As κ < 0, this means that
∫

Ω u(x, t)dx must vanish at some finite time, contradicting the
positivity of u. ////
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