
Blow-up profiles and life beyond blow-up

in the fully parabolic Keller-Segel system

Michael Winkler
∗

Institut für Mathematik, Universität Paderborn,

33098 Paderborn, Germany

Abstract

The fully parabolic Keller-Segel system is considered in n-dimensional balls with n ≥ 2. Pointwise
time-independent estimates are derived for arbitrary radially symmetric solutions. These are firstly
used to assert that any radial classical solution which blows up in finite time possesses a uniquely
determined blow-up profile which satisfies an associated pointwise upper inequality. Secondly, in
conjunction with additional regularity features implied by a very weak but temporally and spatially
global quasi-entropy property, these estimates are seen to ensure global extensibility of any such
solution within a suitable framework of renormalized solutions.
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1 Introduction

Keller-Segel-type systems ([19]) have been fascinating mathematicians for more than 40 years now
([14], [13]). According to their original intention to serve as simple models for chemotaxis-driven
processes of cell aggregation in biology, a considerable literature is devoted to the identification of
conditions under which solutions may or may not reflect such types of phenomena in the extreme sense
of blow-up. Here, a large variety of powerful analytic techniques for verifying appropriate dominance
of diffusion, as thoroughly developed in numerous contexts of dissipative evolution systems over the
past decades, has made it possible to derive large classes of assumptions, either on the initial data or
on crucial system parameter functions, which rule out any explosions (see e.g. [29], [30], [5] and [37]
or also [2] for a recent survey). On the other hand, by means of refined arguments, well-adapted to
the respective particular structure of chemotactic cross-diffusion as the main destabilizing mechanism
therein, the occurrence of blow-up could be detected in a considerable number of cases.

Specifically, in the Neumann initial-boundary value problem for the fully parabolic Keller-Segel system
given by 




ut = ∆u−∇ · (u∇v), x ∈ Ω, t > 0,

vt = ∆v − v + u, x ∈ Ω, t > 0,
∂u
∂ν

= ∂v
∂ν

= 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω,

(1.1)

in a bounded domain Ω ⊂ R
n, n ≥ 2, with outward normal vector field ν, some initial data leading

to unbounded solutions, though possibly global in time, have been found to exist when n = 2 and
Ω is simply connected ([15]). Significantly more information is available upon restricting to radially
symmetric solutions when Ω is a ball: In this context, namely, the sophisticated construction presented
in the seminal work [12] shows the existence of some particular solutions which blow up already in
finite time T , and the asymptotics of which for times t ∈ (0, T ) close to the blow-up time T can be
described quite precisely. That such finite-time explosions in fact do occur not only for very specifically
chosen initial constellations, but actually within large classes of radial data, has more recently been
verified separately for the cases n ≥ 3 ([41]) and n = 2 ([26]). In comparison to this, similar results
addressing parabolic-elliptic simplifications of (1.1), with the second equation therein being replaced
by either 0 = ∆v − v + u or 0 = ∆v − 1

|Ω|

∫
Ω u0 + u, have been known for much a longer time ([18],

[27], [4]). Related results on existence of explosions have been obtained for numerous variants of (1.1)
accounting for various types of refinements in the relevant system ingredients mainly related to the
cell migration and, in particular, the cross-diffusive interaction therein (see [7], [8], [21], [17], [40], [38],
[3] and the surveys [14] and [2], for instance).

Beyond this, however, quite little seems known about the behavior of non-global solutions to (1.1)
near their blow-up time. After all, the two-dimensional example reported in [12] admits a rather
detailed description of a collapse into a Dirac-type singularity in that for the particular solution (u, v),
as constructed there on Ω × (0, T ) for some T > 0, one can find ψ ∈ L1(Ω) such that in the sense of
measures, u(·, t) → 8πδ + ψ as t ր T , where δ denotes the Dirac distribution, and where with some
C > 0,

ψ(x) =
C

|x|2 e
−2
√

ln |x|(1 + o(1)) as |x| → 0; (1.2)
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moreover, this behavior appears to be stable at least with respect to certain suitably small per-
turbations ([33], cf. also [32]). Available information on blow-up asymptotics applicable to more
general solutions seems to be restricted to statements on mass concentration at blow-up points in
two-dimensional cases ([28]), to results on absence of equi-integrability properties in the general case
n ≥ 2 ([6], cf. also [34]), and to issues related to temporal blow-up rates ([25]). In particular, it even
seems unknown whether at all for an arbitrary solution u ceasing to exist at time T < ∞ a blow-up
profile u(·, T ) := limtրT u(·, t) can adequately be defined, and, in the affirmative case, which common
properties such profile functions share.

Apart from that, it seems widely unclear how far it is possible to extend exploding solutions to (1.1)
beyond their blow-up time. In fact, precedent results in this direction concentrate on two-dimensional
parabolic-elliptic simplifications thereof, and making substantial use of the circumstance that then
the problem setting essentially reduces to that of a single scalar parabolic equation, extension beyond
blow-up, albeit not necessarily in a unique manner, could be shown to be possible for large classes
of initial data ([24], [10], cf. also [35], [1]). To the best of our knowledge, however, extensions be-
yond blow-up have neither been discussed anywhere in higher-dimensional settings, nor in the fully
parabolic problem (1.1) for any n ≥ 2.

The purpose of this paper is to address the latter two contexts of problems for the original system
(1.1) in radially symmetric frameworks for arbitrary n ≥ 2. Our first goal will consist in establishing
pointwise upper bounds for solutions thereof, both global and non-global, which will in particular
entail some quantitative information on the spatial behavior of exploding solutions near their blow-up
time. Thereafter, global extensibility of arbitrary radial solutions will be discussed.

Main results: Pointwise estimates in singular drift-diffusion problems. Generalizing the
sub-problem in (1.1) concerned with the evolution of the cell population density u, let us firstly consider
solutions of 




ut ≤ ∆u+∇ · (f(x, t)u), x ∈ Ω, t ∈ (0, T ),
∂u
∂ν

≤ 0, x ∈ ∂Ω, t ∈ (0, T ),

u(x, 0) = u0(x), x ∈ Ω,

(1.3)

for T ∈ (0,∞], where f : Ω × (0, T ) → R
n and nonnegative initial data u0 are given. With regard

to effects of a possibly singular behavior of f near an isolated point inside Ω, refined arguments from
parabolic regularity theory will reveal the following in Section 2.

Theorem 1.1 Let n ≥ 2 and Ω ⊂ R
n be a bounded domain with smooth boundary such that 0 ∈ Ω.

Then if α > 0, β ≥ 1 and q > n are such that

α >
nqβ

q − n
, (1.4)

for all K > 0 and L > 0 one can find C(K,L, α, β, q) > 0 with the following property: If for some
T ∈ (0,∞], a nonnegative function u ∈ C0(Ω× [0, T )) ∩ C2,1(Ω× (0, T )) satisfies (1.3) with some

f ∈ C1,0(Ω× (0, T );Rn) ∩
⋂

ϑ>n

L∞
loc([0, T );L

ϑ(Ω;Rn)) (1.5)

fulfilling
f(·, t) · ν = 0 on ∂Ω for all t ∈ (0, T ) (1.6)
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as well as ∫

Ω
|x|qβ|f(x, t)|qdx ≤ K for all t ∈ (0, T ), (1.7)

and with some nonnegative u0 ∈ C0(Ω) such that
∫

Ω
u0 ≤ m (1.8)

and
u0(x) ≤ L|x|−α for all x ∈ Ω, (1.9)

then
u(x, t) ≤ C(K,α, β, q)|x|−α for all x ∈ Ω and t ∈ (0, T ). (1.10)

Main results II: Blow-up profiles and global extension of radial solutions to (1.1). In
order to appropriately apply the above to exploding radial solutions to (1.1), let us recall the following
results on maximal local classical solvability and on the occurrence of finite-time blow-up within a
conveniently large set of radial initial data ([16], [41], [26]).

Proposition 1.2 Let n ≥ 2, R > 0 and Ω = BR(0) ⊂ R
n.

i) Let u0 ∈ C0(Ω) and v0 ∈ W 1,∞(Ω) be nonnegative and radially symmetric. Then there exixt
Tmax ∈ (0,∞] and a uniquely determined classical solution (u, v) of (1.1) such that

{
u ∈ C0(Ω× [0, Tmax)) ∩ C2,1(Ω× (0, Tmax)) and

v ∈ ⋂
p>nC

0([0, Tmax);W
1,p(Ω)) ∩ C2,1(Ω× (0, Tmax)),

that u(·, t) and v(·, t) are nonnegative and radially symmetric in Ω for all t ∈ (0, Tmax), and that

if Tmax <∞ then lim sup
tրTmax

‖u(·, t)‖L∞(Ω) = ∞. (1.11)

ii) Given any radially symmetric positive functions u0 ∈ C0(Ω) and v0 ∈W 1,∞(Ω), for all p ∈ (0, 2n
n+2)

one can find sequences (u0k)k∈N ⊂ C0(Ω) and (v0k)k∈N ⊂ W 1,∞(Ω) of positive radial functions u0k
and v0k with the properties that u0k → u0 in Lp(Ω) and v0k → v0 in W 1,2(Ω) as k → ∞, and that
for the corresponding solutions (uk, vk) of (1.1) emanating from (uk, vk)|t=0 = (u0k, v0k), maximally
extended up to Tmax,k ∈ (0,∞] according to i), we actually have Tmax,k < ∞ for all k ∈ N; that is,
each of these solutions blows up within finite time in the sense of (1.11).

In this particular framework of radial solutions to (1.1), an estimate asserting (1.7) for f := −∇v will
be obtained in Section 3, at the core again relying on parabolic smoothing estimates, and again in a
setting slightly more general than actually required (cf. (3.1) and Lemma 3.4). This will enable us to
draw the following conclusion of Theorem 1.1 for (1.1) in Section 4.

Corollary 1.3 Let Ω = BR(0) ⊂ R
n for some n ≥ 2 and R > 0, and let u0 ∈ C0(Ω) and v0 ∈

W 1,∞(Ω) be nonnegative and radially symmetric. Then given any η > 0, one can find C(η) > 0 such
that with Tmax ∈ (0,∞] as determined in Proposition 1.2, the solution of (1.1) satisfies

u(x, t) ≤ C(η) · |x|−n(n−1)−η for all x ∈ Ω and t ∈ (0, Tmax) (1.12)
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as well as
|∇v(·, t)| ≤ C(η) · |x|−(n−1)−η for all x ∈ Ω and t ∈ (0, Tmax). (1.13)

In cases of non-global solutions, the latter can be combined with an additional argument on regularity
with respect to the time variable, inter alia ruling out temporal oscillations, to infer in Section 4 that
blow-up profiles are indeed always well-defined and can be estimated in the spirit of Corollary 1.3.

Corollary 1.4 Let Ω = BR(0) ⊂ R
n with some n ≥ 2 and R > 0, and suppose that u0 ∈ C0(Ω) and

v0 ∈ W 1,∞(Ω) are nonnegative and radially symmetric and such that the corresponding solution of
(1.1) blows up in finite time; that is, that with Tmax taken from Proposition 1.2 we have Tmax < ∞.
Then there exists a nonnegative radially symmetric function U ∈ C2(Ω \ {0}) such that

u(·, t) → U in C2
loc(Ω \ {0}) as tր Tmax, (1.14)

and that for each η > 0 we can find C(η) > 0 fulfilling

U(x) ≤ C(η) · |x|−n(n−1)−η for all x ∈ Ω \ {0}. (1.15)

We underline that in the spatially two-dimensional case, in view of the particular example of a blow-up
mechanism expressed in (1.2) the upper estimate (1.15), asserting behavior not substantially stronger
than of type |x|−2 near the origin, is essentially optimal with respect to the exponent 2 therein. We
do not know how far (1.15) continues to be accordingly sharp in higher-dimensional settings; after all,
as a caveat we note that in view of well-known numerical evidence one may expect highly oscillatory
spatial dynamics near blow-up, thus possibly enforcing corresponding profiles to exceed, at least along
suitable sequences of points x, any multiple of |x|−α for each α located within the range α ∈ (0, n) that
is compatible with the evident mass conservation property associated with (1.1). Only in considerably
simplifed settings involving radially decreasing solutions to a parabolic-elliptic variant of (1.1), such
oscillations have essentially been ruled out by a recent finding, according to which (1.12), (1.14) and
(1.15) even when the exponent n(n−1)+η therein is replaced with the optimal number 2 for arbitrary
n ≥ 3 ([36]).

Our final result now asserts extensibility of any such non-global solution beyond its blow-up time
in a framework which, by resembling standard concepts of renormalized solutions ([9]) in central
aspects, is mild enough so as to avoid a breakdown of solvability also in cases when Dirac-type mass
aggregation occurs. This will be achieved in Section 5 on the basis of a quasi-entropy property, as
formally expressed in inequalities of the form

d

dt

∫

Ω
(u+ 1)−pe−κv +

1

C
·
{∫

Ω
(u+ 1)−p−2e−κv|∇u|2 +

∫

Ω
(u+ 1)−pe−κv|∇v|2

}
≤ C, t > 0, (1.16)

with arbitrary p > 0 and appropriately chosen and suitably large κ = κ(p) > 0 and C = C(p) > 0 (see
Lemma 5.1 and especially (5.10)). Through estimates for solution gradients implied by accordingly
obtained bounds on the dissipation rate therein, this structural feature (1.16), apparently yet undis-
covered in the literature, provides some rather weak but after all spatially global regularity information
which, when combined with local estimates outside the origin implied by the outcome of the above,
turns out to be sufficient to derive the following.
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Theorem 1.5 Let n ≥ 2 and Ω = BR(0) ⊂ R
n with some R > 0, and suppose that u0 ∈ C0(Ω) and

v0 ∈ W 1,∞(Ω) are nonnegative and radially symmetric. Then there exists at least one pair (û, v̂) of
nonnegative functions

{
û ∈ C0((Ω \ {0})× [0,∞)) ∩ C2,1((Ω \ {0})× (0,∞)) and

v̂ ∈ C0((Ω \ {0})× [0,∞)) ∩ C2,1((Ω \ {0})× (0,∞))
(1.17)

such that û(·, t) and v̂(·, t) are radially symmetric for all t > 0, and that (û, v̂) is a global renormalized
solution of (1.1) in the sense of Definition 5.1 below. Moreover, with Tmax ∈ (0,∞], u and v taken
from Proposition 1.2 we have (û, v̂) ≡ (u, v) in (Ω \ {0})× [0, Tmax).

Exploring how far the statement from Theorem 1.5 remains valid in more general geometric settings,
constituting a natural but interesting potential next step, has to be left as an open problem here;
in fact, through essentially relying on the analysis that underlies the crucial pointwise estimates in
(1.12) and (1.12), our presently pursued approach toward global extensibility in (1.1) seems restricted
to radial frameworks.

2 Singular drift-diffusion problems. Proof of Theorem 1.1

To begin with, in this section we shall address the framework specified in Theorem 1.1, that is, we shall
consider (1.3) under the standing hypothesis that Ω, u and f satisfy the requirements formulated in
Theorem 1.1. Our approach toward the estimate (1.10) for u will involve the use of a weight function
sharing the behavior of Ω ∋ x 7→ |x|α near the origin but leaving all quantities relevant to the boundary
condition in (1.3) essentially unaffected. To achieve this, using that 0 ∈ Ω and hence B2r0(0) ⊂ Ω for
some r0 ∈ (0, 1), one can readily verify that it is possible to fix ζ ∈ C0(Ω) ∩ C∞(Ω \ {0}) such that

0 < ζ ≤ 1 in Ω \ {0} and ζ(x) = |x| for all x ∈ Br0(0) as well as ζ ≡ 1 in Ω \B2r0(0). (2.1)

Then for arbitrary α > 2,

w(x, t) := ζα(x)u(x, t), x ∈ Ω, t ∈ [0, T ), (2.2)

defines a nonnegative element of C0(Ω× [0, T )) ∩ C2,1(Ω× (0, T )) which is such that

∇u = ζ−α∇w − αζ−α−1∇ζw and

∆u = ζ−α∆w − 2αζ−α−1∇ζ · ∇w + α(α+ 1)ζ−α−2|∇ζ|2w − αζ−α−1∆ζw
(2.3)

and hence

wt = ζαut ≤ ∆w − 2αζ−1∇ζ · ∇w + α(α+ 1)ζ−2|∇ζ|2w − αζ−1∆ζw + ζα∇ · (ζ−αfw)

in Ω× (0, T ). Since herein

ζ−1∇ζ · ∇w = ∇ · (ζ−1∇ζw) + ζ−2|∇ζ|2w − ζ−1∆ζw

and

ζα∇ · (ζ−αfw) = ∇ · (fw)− αζ−1(∇ζ · f)w
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in Ω× (0, T ), and since moreover the fact that ζ ≡ 1 near ∂Ω warrants that ∂w
∂ν

= ∂u
∂ν

on ∂Ω by (2.3),
we thus infer that w satisfies




wt ≤ ∆w − w +∇ · (a1(x)w) +∇ · (f(x, t)w) + a2(x)w + (a3(x) · f(x, t))w, x ∈ Ω, t ∈ (0, T ),
∂w
∂ν

≤ 0, x ∈ ∂Ω, t ∈ (0, T ),

w(x, 0) = ζα(x)u0(x), x ∈ Ω,
(2.4)

where
a1(x) := −2αζ−1(x)∇ζ(x),
a2(x) := α(α− 1)ζ−2(x)|∇ζ(x)|2 + αζ−1(x)∆ζ(x) + 1 and

a3(x) := −αζ−1(x)∇ζ(x)
(2.5)

for x ∈ Ω. Let us first make sure that these functions can be controlled in the following sense.

Lemma 2.1 Let α > 2. Then there exists C > 0 such that

ζ(x) ≥ |x|
C

for all x ∈ Ω, (2.6)

and such that the functions from (2.5) satisfy

|a1(x)| ≤
C

|x| for all x ∈ Ω (2.7)

and

|a2(x)| ≤
C

|x|2 for all x ∈ Ω (2.8)

as well as

|a3(x)| ≤
C

|x| for all x ∈ Ω. (2.9)

Proof. Since ζ(x) = |x| in Br0(0) and ζ > 0 in Ω×Br0(0) according to (2.1), (2.6) is an immediate
consequence of the continuity of ζ. As moreover ∇ζ and ∆ζ are bounded in Ω, all three estimates in
(2.7)-(2.9) result from (2.5) and (2.6) upon suitably enlarging C if necessary. �

Now an application of parabolic regularity arguments to (2.4) will yield the claimed estimates for
(1.3):

Proof of Theorem 1.1. Observing that (1.4) together with the assumption β ≥ 1 implies that
α > n, we can choose p1 > 1 such that

n < p1 ≤ α, (2.10)

and making full use of (1.4), namely ensuring that

qα

α+ qβ
=

q

1 + qβ
α

>
q

1 + q−n
n

= n,

we can fix p2 > 1 fulfilling

n < p2 ≤
qα

α+ qβ
. (2.11)
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Again since α > n, we can thereafter pick p3 > 1 such that

n

2
< p3 ≤

α

2
, (2.12)

and then take some p4 > 1 satisfying

n

2
< p4 ≤

qα

α+ qβ + q
, (2.13)

noting that the latter is possible due to the fact that (1.4) along with the restrictions q > n and β ≥ 1
warrant that

qα

α+ qβ + q
=

q

1 + qβ+q
α

>
q

1 + (qβ+q)(q−n)
nqβ

=
q

q
n
+ q−n

nβ

>
q

q
n
+ q

n

=
n

2
.

We next make use of known smoothing properties of the Neumann heat semigroup (eτ∆)τ≥0 over Ω
([11, Lemma 3.3], [39, Lemma 1.3]) to find positive constants c1, c2, c3 and c4 such that for i ∈ {1, 2}
and any τ > 0 we have

‖eτ∆∇·ϕ‖L∞(Ω) ≤ ci ·(1+τ−θi)‖ϕ‖Lpi (Ω) for all ϕ ∈ C1(Ω;Rn) such that ϕ · ν = 0 on ∂Ω, (2.14)

and that for i ∈ {3, 4} and τ > 0,

‖eτ∆ϕ‖L∞(Ω) ≤ ci · (1 + τ−θi)‖ϕ‖Lpi (Ω) for all ϕ ∈ C0(Ω), (2.15)

where

θi :=
1

2
+

n

2pi
for i ∈ {1, 2} and θi :=

n

2pi
for i ∈ {3, 4}

satisfy θi ∈ (0, 1) for all i ∈ {1, 2, 3, 4} due to the left inequalities in (2.10)-(2.13).
As a final preliminary, we recall Lemma 2.1 to fix positive numbers c5, c6, c7 and c8 fulfilling

ζ(x) ≥ c5|x| for all x ∈ Ω (2.16)

and
|a1(x)| ≤

c6

|x| for all x ∈ Ω (2.17)

as well as
|a2(x)| ≤

c7

|x|2 for all x ∈ Ω (2.18)

and
|a3(x)| ≤

c8

|x| for all x ∈ Ω. (2.19)

We now suppose that 0 ≤ u0 ∈ C0(Ω) satisfies (1.8) and (1.9), and that for some T ∈ (0,∞],
0 ≤ u ∈ C0(Ω× [0, T ))∩C2,1(Ω× (0, T )) and f : Ω× (0, T ) → R

n are such that (1.5), (1.6), (1.7) and
(1.3) are valid, and note that then due to (1.3) and (1.6),

d

dt

∫

Ω
u =

∫

∂Ω

∂u

∂ν
+

∫

∂Ω
u(f · ν) ≤ 0 for all t ∈ (0, T )
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and hence ∫

Ω
u(·, t) ≤

∫

Ω
u0 ≤ m for all t ∈ (0, T ). (2.20)

Now relying on the comparison principle and a variation-of-constants representation, from (2.4) we
obtain the pointwise inequality

w(·, t) ≤ et(∆−1)[ζαu0]

+

∫ t

0
e(t−s)(∆−1)

{
∇ · (a1w(·, s)) +∇ · (f(·, s)w(·, s)) + a2w(·, s) + (a3 · f(·, s))w(·, s)

}
ds

in Ω for all t ∈ (0, T ), which by nonnegativity of w and by (2.14) and (2.15) implies that for all
t ∈ (0, T ),

‖w(·, t)‖L∞(Ω) ≤ e−t‖et∆[ζαu0]‖L∞(Ω)

+c1

∫ t

0

(
1 + (t− s)−θ1

)
e−(t−s)‖a1w(·, s)‖Lp1 (Ω)ds

+c2

∫ t

0

(
1 + (t− s)−θ2

)
e−(t−s)‖f(·, s)w(·, s)‖Lp2 (Ω)ds

+c3

∫ t

0

(
1 + (t− s)−θ3

)
e−(t−s)‖a2w(·, s)‖Lp3 (Ω)ds

+c4

∫ t

0

(
1 + (t− s)−θ4

)
e−(t−s)‖(a3 · f(·, s))w(·, s)‖Lp4 (Ω)ds. (2.21)

In order to develop this into an estimate for the finite numbers

M(T ′) := sup
t∈(0,T ′)

‖w(·, t)‖L∞(Ω), T ′ ∈ (0, T ),

we first observe that again thanks to the comparison principle, with L > 0 taken from (1.9) we have

e−t‖et∆[ζαu0]‖L∞(Ω) ≤ r−α
0 L for all t > 0, (2.22)

because (2.1) along with our restriction that r0 < 1 ensures that

ζ(x) ≤ |x|
r0

for all x ∈ Ω \ {0}, (2.23)

and that hence 0 ≤ ζαu0 ≤ r−α
0 L in Ω. Next, combining (2.17) with (2.20) and (2.23) we see that

‖a1w(·, s)‖p1Lp1 (Ω) ≤ c
p1
6

∫

Ω
|x|−p1wp1(x, s)dx

≤ c
p1
6 M

p1−1(T ′)

∫

Ω
|x|−p1w(x, s)dx

= c
p1
6 M

p1−1(T ′)

∫

Ω
|x|−p1ζα(x)u(x, s)dx

≤ c
p1
6 r

−α
0 Mp1−1(T ′)

∫

Ω
|x|α−p1u(x, s)dx

≤ c9M
p1−1(T ′) for all s ∈ (0, T ′) (2.24)
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with c9 := c
p1
6 r

−α
0 m supx∈Ω |x|α−p1 being finite due to the right inequality in (2.10).

Likewise, (2.18) along with (2.20) and (2.23) entails that

‖a2w(·, s)‖p3Lp3 (Ω) ≤ c
p3
7

∫

Ω
|x|−2p3wp3(x, s)dx

≤ c
p3
7 r

−α
0 Mp3−1(T ′)

∫

Ω
|x|α−2p3u(x, s)dx

≤ c10M
p3−1(T ′) for all s ∈ (0, T ′), (2.25)

where c10 := c
p3
7 r

−α
0 m supx∈Ω |x|α−2p3 <∞ by (2.12).

In the second integrand on the right of (2.21), we employ the Hölder inequality to make use of (1.7)
according to

‖f(·, s)w(·, s)‖p2
Lp2 (Ω) =

∫

Ω
|f(x, s)|p2wp2(x, s)dx

=

∫

Ω

∣∣∣|x|βf(x, s)
∣∣∣
p2

· |x|−p2βwp2(x, s)dx

≤
{∫

Ω
|x|qβ|f(x, s)|q

} p2
q

·
{∫

Ω
|x|−

p2qβ
q−p2w

p2q
q−p2 (x, s)dx

} q−p2
q

≤ K
p2
q ·

{∫

Ω
|x|−

p2qβ
q−p2w

p2q
q−p2 (x, s)dx

} q−p2
q

for all s ∈ (0, T ).

Here we once more interpolate in the above flavor to obtain

∫

Ω
|x|−

p2qβ
q−p2w

p2q
q−p2 (x, s)dx ≤ r−α

0 M
p2q
q−p2

−1
(T ′)

∫

Ω
|x|α−

p2qβ
q−p2 u(x, s)dx for all s ∈ (0, T ′),

whence again by (2.20) we see that

‖f(·, s)w(·, s)‖p2
Lp2 (Ω) ≤ c11M

p2−
q−p2

q (T ′) for all s ∈ (0, T ′), (2.26)

with finiteness of c11 := r
−

(q−p2)α
q

0 K
p2
q

{
supx∈Ω |x|α−

p2qβ
q−p2

} q−p2
q

resulting from the circumstance that

α− p2qβ

q − p2
= α− qβ

q
p2

− 1
≥ α− qβ

α+qβ
α

− 1
= 0

by (2.11).
In quite a similar manner, the Hölder inequality in conjunction with (2.19), (1.7) and (2.20) ensures
that

‖(a3 · f(·, s))w(·, s)‖p4Lp4 (Ω) ≤ c
p4
8

∫

Ω
|x|−p4 |f(x, s)|p4wp4(x, s)dx

= c
p4
8

∫

Ω

∣∣∣|x|βf(x, s)
∣∣∣
p4

· |x|−p4(β+1)wp4(x, s)dx

10



≤ c
p4
8 ·

{∫

Ω
|x|qβ|f(x, s)|q

} p4
q

·
{∫

Ω
|x|−

p4q(β+1)
q−p4 w

p4q
q−p4 (x, s)dx

} q−p4
q

≤ c
p4
8 r

−
(q−p4)α

q

0 K
p4
q M

p4−
q−p4

q (T ′) ·
{∫

Ω
|x|α−

p4q(β+1)
q−p4 u(x, s)dx

} q−p4
q

≤ c12M
p4−

q−p4
q (T ′) for all s ∈ (0, T ′) (2.27)

if we let c12 := c
p4
8 r

−
(q−p4)α

q

0 K
p4
q

{
supx∈Ω |x|α−

p4q(β+1)
q−p4

} q−p4
q

, noting that c12 < ∞ thanks to the in-

equality

α− p4q(β + 1)

q − p4
= α− q(β + 1)

q
p4

− 1
≥ α− q(β + 1)

α+qβ+q
α

− 1
= 0

guaranteed by (2.13).

In summary, from (2.22)-(2.27) we infer that (2.21) entails the estimate

‖w(·, t)‖L∞(Ω) ≤ r−α
0 L

+c1c
1
p1
9 M

1− 1
p1 (T ′)

∫ t

0

(
1 + (t− s)−θ1

)
e−(t−s)ds

+c2c
1
p2
11M

1−
q−p2
p2q (T ′)

∫ t

0

(
1 + (t− s)−θ2

)
e−(t−s)ds

+c3c
1
p3
10M

1− 1
p3 (T ′)

∫ t

0

(
1 + (t− s)−θ3

)
e−(t−s)ds

+c4c
1
p4
12M

1−
q−p4
p4q (T ′)

∫ t

0

(
1 + (t− s)−θ4

)
e−(t−s)ds for all t ∈ (0, T ′),

where for each i ∈ {1, 2, 3, 4},
∫ t

0

(
1 + (t− s)−θi

)
e−(t−s)ds ≤ c13 := max

j∈{1,2,3,4}

∫ ∞

0
(1 + σ−θj )e−σdσ for all t > 0,

with c13 being finite due to the above observation that θi < 1 for all i ∈ {1, 2, 3, 4}. Abbreviating c14 :=
max

{
r−α
0 L, c1c

1
p1
9 c13, c2c

1
p2
11 c13, c3c

1
p3
10 c13, c4c

1
p4
12 c13

}
and λ := max{1− 1

p1
, 1− q−p2

p2q
, 1− 1

p3
, 1− q−p4

p4q
}, by

Young’s inequality we thereby readily obtain that

M(T ′) ≤ c14 ·
{
4 +Mλ(T ′)

}
for all T ′ ∈ (0, T )

and that hence

M(T ′) ≤ c15 := max
{
4

1
λ , (2c14)

1
1−λ

}
for all T ′ ∈ (0, T )

due to the evident fact that λ ∈ (0, 1). On taking T ′ ր T and making use of (2.16), we thus arrive at
the estimate

|x|αu(x, t) =
( |x|
ζ(x)

)α

w(x, t) ≤ c−α
5 c15 for all x ∈ Ω and t ∈ (0, T )

and conclude as intended. �
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3 Estimating ∇v for radial solutions

In this section, again slightly generalizing part of (1.1), we will consider solutions v ∈ C0(Ω× [0, T ))∩
C2,1(Ω× (0, T )) of 




vt = ∆v − v + g(x, t), x ∈ Ω, t ∈ (0, T ),
∂v
∂ν

= 0, x ∈ ∂Ω, t ∈ (0, T ),

v(x, 0) = v0(x), x ∈ Ω,

(3.1)

for T ∈ (0,∞], where a crucial additional assumption will be that Ω be a ball and that v(·, t) be
radially symmetric with respect to the origin for all t ∈ [0, T ). Aiming at an application of Theorem
1.1 to (1.1), we shall particularly investigate quantitative effects on regularity of v, and especially
on integrability features of ∇v, implied by the hypotheses that with some positive constant m, here
playing a role slightly more general than exclusively denoting population sizes,
{
g ∈ C0(Ω× [0, T )) is radial and nonnegative with ‖g(·, t)‖L1(Ω) ≤ m for all t ∈ (0, T ), and

v0 ∈W 1,∞(Ω) is radial and nonnegative and such that ‖v0‖W 1,∞(Ω) ≤ m,

(3.2)
Here and throughout the sequel, without further comment we shall switch to the radial notation in
e.g. writing v(r, t) instead of v(x, t) whenever convenient.

Let us first recall two essentially well-known basic implications of the L1 information concerning g,
as contained in (3.2). The first, inter alia, provides an integral estimate for ∇v in some Lp space for
suitably small p.

Lemma 3.1 Let p ∈ [1, n
n−1). Then for all m > 0 there exists C(p,m) > 0 such that if for some

T ∈ (0,∞], (3.1) is satisfied with some g and v0 fulfilling (3.2), then

‖v(·, t)‖W 1,p(Ω) ≤ C(p,m) for all t ∈ (0, T ). (3.3)

Proof. This can be seen by means of a standard argument based on well-known regularization
features of the Neumann heat semigroup (cf. e.g. [16, Lemma 4.1] for details in a closely related
setting). �

As seen in [41], the latter implies a pointwise bound for v itself:

Lemma 3.2 For all β > n− 2 and m > 0 there exists C(β,m) > 0 such that if T ∈ (0,∞] and (3.1)
holds with some g and v0 such that (3.2) is valid, we have

v(x, t) ≤ C(β,m) · |x|−β for all x ∈ Ω and t ∈ (0, T ). (3.4)

Proof. The claimed estimate can be derived in a straightforward manner from Lemma 3.1 by
making use of the radial symmetry of v; details of an elementary argument can be found in [41,
Lemma 3.2, Corollary 3.3], for instance. �

In order to prepare our derivation of some refined estimates for ∇v, similar to our procedure in Section
2 let us fix a nondecreasing function ρ ∈ C∞([0, R]) such that ρ(r) = r for all r ∈ [0, R2 ] and ρr(R) = 0,
whence for any β > 1, the function z defined by

z(r, t) := ρβ(r)v(r, t), r ∈ [0, R], t ∈ [0, T ), (3.5)

12



belongs to C0([0, R]× [0, T )) ∩ C1([0, R]× (0, T )) ∩ C2,1((0, R)× (0, T )). Moreover, computing

zr = ρβvr + βρβ−1ρrv and zrr = ρβvrr + 2βρβ−1ρrvr + β(β − 1)ρβ−2ρ2rv + βρβ−1ρrrv,

from (3.1) we see that

zt = ρβvrr +
n− 1

r
ρβvr − ρβv + ρβg

= zrr − 2βρβ−1ρrvr − β(β − 1)ρβ−2ρ2rv − βρβ−1ρrrv +
n− 1

r
ρβvr − z + ρβg in (0, R)× (0, T ).

As our restriction β > 1 warrants that zr(0, t) = zr(R, t) = 0 for all t ∈ (0, T ) due to the identities
vr(0, t) = vr(R, t) = 0 for all t ∈ (0, T ) and ρ(0) = ρr(R) = 0, we accordingly obtain that for any such
β, z is a solution of





zt = zrr − z + b1(r)vr + b2(r)v + ρβg, r ∈ (0, R), t ∈ (0, T ),

zr = 0, r ∈ {0, R}, t ∈ (0, T ),

z(r, 0) = ρβ(r)v0(r) r ∈ (0, R),

(3.6)

with {
b1(r) := −2βρβ−1(r)ρr(r) +

n−1
r
ρβ(r) and

b2(r) := −β(β − 1)ρβ−2(r)ρ2r(r)− βρβ−1(r)ρrr(r)
(3.7)

for r ∈ (0, R).

As done in Lemma 2.1, let us first state some useful estimates for these coefficient functions.

Lemma 3.3 Let β > 1. Then there exists C > 0 such that the functions b1 and b2 defined in (3.7)
satisfy

|b1(r)| ≤ Crβ−1 for all r ∈ (0, R) (3.8)

and
|b2(r)| ≤ Crβ−2 for all r ∈ (0, R), (3.9)

and that moreover
1

C
· r ≤ ρ(r) ≤ C · r for all r ∈ (0, R). (3.10)

Proof. As ρ is smooth and nondecreasing on [0, R] with ρ(r)
r

= 1 for all r ∈ (0, R2 ), we can find
positive constants c1, c2, c3 and c4 such that

c1 ≤
ρ(r)

r
≤ c2, |ρr(r)| ≤ c3 and ρ(r)|ρrr(r)| ≤ c4 for all r ∈ (0, R).

Therefore, (3.10) becomes obvious, whereas (3.7) implies that

|r1−βb1(r)| ≤ 2β ·
(ρ(r)

r

)β−1
· |ρr(r)|+ (n− 1) ·

(ρ(r)
r

)β

≤ 2β · cβ−1
2 c3 + (n− 1)cβ2 for all r ∈ (0, R)
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and that

|r2−βb2(r)| ≤ β(β − 1) ·
(ρ(r)

r

)β−2
· ρ2r(r) + β ·

(ρ(r)
r

)β−2
· ρ(r)|ρrr(r)|

≤ β(β − 1) ·max{cβ−2
1 , c

β−2
2 } · c23 + β ·max{cβ−2

1 , c
β−2
2 } · c4 for all r ∈ (0, R)

in both cases β < 2 and β ≥ 2. �

Now the main results of this section indeed provide two types of estimates for ∇v in (3.1). Having in
mind our application thereof in Lemma 4.2 below, in deriving the first of these we will merely rely on
(3.2), and hence exclusively make use of the L1 bound on g therein, in order to derive some weighted
integral bound for ∇v in Lq spaces with arbitrarily high q < ∞. Part ii) of the following lemma will
thereafter be used to derive even some weighted L∞ bound for the signal gradient by making use of
certain improved knowledge on u gained through combining i) with Theorem 1.1 for suitably large q.

Our argument in the following is again based on smoothing estimates for heat semigroups, but unlike
in Theorem 1.1 this time in spatially one-dimensional intervals.

Lemma 3.4 Let β > n− 1 and m > 0.

i) For all q ∈ (1,∞) there exists C(β, q,m) > 0 with the property that whenever T ∈ (0,∞] and (3.1)
holds with some radial v ∈ C0(Ω× [0, T ))∩C2,1(Ω× (0, T )) and some g and v0 such that (3.2) is valid,
we have ∫

Ω
|x|qβ|∇v(x, t)|qdx ≤ C(β, q,m) for all t ∈ (0, T ). (3.11)

ii) For any choice of γ > β and K > 0 one can find (β, γ,m,K) > 0 such that if (3.1) holds with
some T ∈ (0,∞], some radial v ∈ C0(Ω× [0, T ))∩C2,1(Ω× (0, T )) and some g and v0 satisfying (3.2)
as well as

g(x, t) ≤ K|x|−γ for all x ∈ Ω and each t ∈ (0, T ), (3.12)

then
|∇v(x, t)| ≤ C(β, γ,m,K)|x|−β for all x ∈ Ω and t ∈ (0, T ). (3.13)

Proof. In order to prepare a simultaneous analysis of both the case i) in which q <∞ is fixed, and
of the situation addressed in ii) in which we write q := ∞, let us first observe that since β > n − 1,
we can pick p0 = p0(β) ∈ (1, q) and κ = κ(β) > 0 in such a way that

n

β
< p0 <

n

n− 1
and n− 2 < κ < β − 1. (3.14)

Since thus p0β > n and hence

p0(β − 1)− (n− 1)

p0 − 1
> −1,

and since (3.14) moreover ensures that β − κ − 2 > −1, these choices enable us to pick numbers
p1 ∈ (1, p0) and p2 ∈ (1, q) sufficiently close to 1 such that still

[p0(β − 1)− (n− 1)] · p1
p0 − p1

> −1 (3.15)
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and
p2(β − κ− 2) > −1. (3.16)

Next, in the situation of i) we let

p3 ≡ p3(q) := 1 if q ∈ (1,∞), (3.17)

while in the case considered in ii), with γ > β taken from (3.12) we set

p3 ≡ p3(∞) :=
γ + 1− n

γ − β
, (3.18)

observing that the hypotheses γ > β > n− 1 assert that then p3 > 1.
Now in both cases q ∈ (1,∞) and q = ∞, by well-known smoothing properties of the one-dimensional
heat semigroup (e−τA)τ≥0 generated by A := −(·)rr under homogeneous Neumann boundary condi-
tions on (0, R) ([39, Lemma 1.3]), we can find positive constants c1 and c2,i, i ∈ {1, 2, 3}, such that
for all τ > 0,

‖∂re−τAϕ‖Lq((0,R)) ≤ c1‖ϕ‖W 1,∞((0,R)) for all ϕ ∈W 1,∞((0, R)) (3.19)

and
‖∂re−τAϕ‖Lq((0,R)) ≤ c2,i(1 + τ−θi)‖ϕ‖Lpi ((0,R)) for all ϕ ∈ C0([0, R]), (3.20)

where θi :=
1
2+

1
2(

1
pi
− 1

q
) satisfies θi ∈ (12 , 1) for all i ∈ {1, 2, 3}, since pi < q, since clearly 1

pi
− 1

q
< 1

pi
≤ 1

if q <∞, and since (3.18) ensures that when q = ∞, we have 1
pi

− 1
q
= 1

pi
< 1.

We now suppose that T ∈ (0,∞] and that v ∈ C0(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) is radial and solves
(3.1) with certain functions g and v0 which satisfy (3.2) for some m > 0, and which in the case q = ∞
moreover comply with (3.12) with some K > 0.
Then due to the inequalities p0 <

n
n−1 and γ > n− 2 asserted by (3.14), Lemma 3.1 and Lemma 3.2

become applicable so as to yield c3 = c3(m) > 0 and c4 = c4(m) > 0 fulfilling

∫ R

0
rn−1|vr(r, t)|p0dr ≤ c3 for all t ∈ (0, T ) (3.21)

and
v(r, t) ≤ c4r

−κ for all r ∈ (0, R) and t ∈ (0, T ). (3.22)

In order to make appropriate use thereof, let us finally invoke Lemma 3.3 to fix positive constants
c5, c6, c7 and c8 such that

c5r ≤ ρ(r) ≤ c6r for all r ∈ (0, R) (3.23)

and
|b1(r)| ≤ c7r

β−1 for all r ∈ (0, R) (3.24)

as well as
|b2(r)| ≤ c8r

β−2 for all r ∈ (0, R). (3.25)
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Then since by means of a Duhamel formula associated with (3.13) we can represent the function z

defined in (3.5) according to

z(·, t) = e−t(A+1)[ρβv0] +

∫ t

0
e−(t−s)(A+1)

{
b1vr(·, s) + b2v(·, s) + ρβg(·, s)

}
ds, t ∈ (0, T ),

from (3.19) and (3.20) we obtain that

‖zr(·, t)‖Lq((0,R)) ≤ c1e
−t‖ρβv0‖W 1,∞((0,R))

+c2,1

∫ t

0

(
1 + (t− s)−θ1

)
e−(t−s)‖b1vr(·, s)‖Lp1 ((0,R))ds

+c2,2

∫ t

0

(
1 + (t− s)−θ2

)
e−(t−s)‖b1v(·, s)‖Lp2 ((0,R))ds

+c2,3

∫ t

0

(
1 + (t− s)−θ3

)
e−(t−s)‖ρβg(·, s)‖Lp3 ((0,R))ds for all t ∈ (0, T ). (3.26)

Here due to (3.24), the Hölder inequality and (3.21),

‖b1vr(·, s)‖p1Lp1 ((0,R)) ≤ c
p1
7

∫ R

0
rp1(β−1)|vr(r, s)|p1dr

= c
p1
7

∫ R

0

{
rn−1|vr(r, s)|p0

} p1
p0 · r

[p0(β−1)−(n−1)]p1
p0 dr

≤ c
p1
7 ·

{∫ R

0
rn−1|vr(r, s)|p0dr

} p1
p0 ·

{∫ R

0
r

[p0(β−1)−(n−1)]p1
p0−p1 dr

} p1−p0
p0

≤ c9 := c

p1
p0
3 c

p1
7 ·

{∫ R

0
r

[p0(β−1)−(n−1)]p1
p0−p1 dr

} p1−p0
p0

(3.27)

for all s ∈ (0, T ), with c9 being finite thanks to (3.15).
Next, combining (3.25) with (3.22) shows that

‖b2v(·, s)‖p2Lp2 ((0,R)) ≤ c
p2
8

∫ R

0
rp2(β−2)vp2(r, s)dr

≤ c10 := c
p2
4 c

p2
8

∫ R

0
rp2(β−κ−2)dr for all s ∈ (0, T ), (3.28)

where (3.16) warrants finiteness of c10.
Finally, in the context of i) when p3 = 1 by (3.17), we rely on (3.2) as well as on the right inequality
in (3.23) and the fact that β > n− 1 to see that

‖ρβg(·, s)‖p3
Lp3 ((0,R)) =

∫ R

0
ρβ(r)g(r, s)dr

≤ c
β
6

∫ R

0
rβg(r, s)dr

≤ c
β
6R

β−(n−1)

∫ R

0
rn−1g(r, s)dr

≤ c11 := c
β
6R

β−(n−1) · m

n|B1(0)|
for all s ∈ (0, T ); (3.29)
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in the setting of ii), with p3 as given by (3.18) we additionally make use of (3.12), which in conjunction
with (3.2) enables us to estimate

‖ρβg(·, s)‖p3
Lp3 ((0,R)) ≤ c

p3β
6

∫ R

0
rp3βgp3(r, s)dr

≤ c
p3β
6 Kp3−1

∫ R

0
rp3β−(p3−1)βg(r, s)dr

= c
p3β
3 Kp3−1

∫ R

0
rn−1g(r, s)dr

≤ c12 := c
p3β
3 Kp3−1 · m

n|B1(0)|
for all s ∈ (0, T ). (3.30)

Collecting (3.27)-(3.30) and recalling (3.2), we thus infer that with c13 := ‖ρ‖β
L∞((0,R)) ·m and c14 :=

(max{c11, c12})
1
p3 , in both cases addressed in i) and ii) we have

‖zr(·, t)‖Lq((0,R)) ≤ c1c13 + c2,1c
1
p1
9

∫ t

0

(
1 + (t− s)−θ1

)
e−(t−s)ds

+c2,2c
1
p2
10

∫ t

0

(
1 + (t− s)−θ2

)
e−(t−s)ds+ c2,3c14

∫ t

0

(
1 + (t− s)−θ3

)
e−(t−s)ds

for all t ∈ (0, T ). As for all i ∈ {1, 2, 3} we know that c15,i :=
∫∞
0 (1 + σ−θi)e−σdσ is finite due to the

inclusion θi ∈ (0, 1), this entails that

‖zr(·, t)‖Lq((0,R)) ≤ c16 := c1c13 + c2,1c
1
p1
9 c15,1 + c2,2c

1
p2
10 c15,2 + c2,3c14c15,3 for all t ∈ (0, T ). (3.31)

In order to see that this implies the claimed ineuqualities (3.11) and (3.13), we recall our definition of
z to obtain using the left inequality in (3.23) and again (3.22) that

|vr(r, t)| =
∣∣∣ρ−β(r)z(r, t)− β

ρr(r)

ρ(r)
v(r, t)

∣∣∣

≤ c
−β
5 r−β|zr(r, t)|+

βc4

c5
‖ρr‖L∞((0,R))r

−κ−1

≤ c
−β
5 r−β|zr(r, t)|+ c17r

−β for all r ∈ (0, R) and t ∈ (0, T ) (3.32)

with c17 :=
βc4
c5

‖ρr‖L∞((0,R))R
β−κ−1, because κ < β−1 by (3.14). Therefore, (3.31) immediately yields

the statement from ii), while in the situation from i) when q is finite, we combine (3.32) with (3.31)
and Young’s inequality to estimate
∫ R

0
rn−1+qβ|vr(r, t)|qdr ≤ 2q−1 ·

{∫ R

0
rn−1+qβ ·

(
c
−β
5 r−β |zr(r, t)|

)q

dr +

∫ R

0
rn−1+qβ · (c17r−β)qdr

}

= 2q−1c
−qβ
5

∫ R

0
rn−1|zr(r, t)|qdr + 2q−1c

q
17

∫ R

0
rn−1dr

≤ 2q−1c
−qβ
5 c

q
16R

n−1 +
2q−1c

q
17R

n

n
for all t ∈ (0, T ),

and conclude as intended also in this case. �
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4 Pointwise estimates and regularity in Keller-Segel-type systems

Now in order to make the above applicable to the original Keller-Segel system (1.1), simultaneously
with regard to both the derivation of the pointwise properties of classical solutions from Corollary 1.3
and Corollary 1.4, as well as to the construction of global renormalized solutions in Theorem 1.5, we
shall introduce a convenient regularization of (1.1) which actually coincides with the latter as long as
the first solution component remains below a large number actually diverging through the intended
limit process. More precisely, let us fix a nonincreasing χ ∈ C∞(R) such that χ ≡ 1 on (−∞, 0] and
χ ≡ 0 throughout [1,∞), and let

Gε(ξ) :=

∫ ξ

0
χ
(
σ − 1

ε

)
dσ, ξ ≥ 0, (4.1)

for ε ∈ (0, 1). Then for any such ε, Gε is a nondecreasing function belonging to C∞([0,∞)) which
satisfies

Gε(ξ) = ξ for all ξ ∈
[
0,

1

ε

]
as well as Gε(ξ) ≤ 1 +

1

ε
for all ξ ≥ 0. (4.2)

Keeping this family (Gε)ε∈(0,1) fixed henceforth, for ε ∈ (0, 1) we shall subsequently consider the
approximate variants of (1.1) given by





uεt = ∆uε −∇ · (uε∇vε), x ∈ Ω, t > 0,

vεt = ∆vε − vε +Gε(uε), x ∈ Ω, t > 0,
∂uε

∂ν
= ∂vε

∂ν
= 0, x ∈ ∂Ω, t > 0,

uε(x, 0) = u0(x), vε(x, 0) = v0(x), x ∈ Ω,

(4.3)

which due to our choice of Gε can readily be seen to have the following basic properties.

Lemma 4.1 Let ε ∈ (0, 1). Then (4.3) possesses a global classical solution (uε, vε) with
{
uε ∈ C0(Ω× [0,∞)) ∩ C2,1(Ω× (0,∞)) and

vε ∈
⋂

p>nC
0([0,∞);W 1,p(Ω)) ∩ C2,1(Ω× (0,∞)),

(4.4)

such that both uε and vε are nonnegative and radially symmetric. Moreover, if Tmax ∈ (0,∞] and
(u, v) are as in Proposition 1.2, then

uε ≡ u and vε ≡ v in Ω× [0, Tε], (4.5)

where Tε ∈ (0,∞] is given by

Tε := sup
{
T ∈ (0, Tmax)

∣∣∣ u ≤ 1

ε
in Ω× (0, T )

}
. (4.6)

Proof. A straightforward contraction mapping argument ([16]) yields Tmax,ε ∈ (0,∞] and a
classical solution (uε, vε) of (4.3) in Ω× (0, Tmax,ε), uniquely determined by the inclusions

{
uε ∈ C0(Ω× [0, Tmax,ε)) ∩ C2,1(Ω× (0, Tmax,ε)),

vε ∈
⋂

p>nC
0([0, Tmax,ε);W

1,p(Ω)) ∩ C2,1(Ω× (0, Tmax,ε)),
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such that either Tmax,ε = ∞ or lim suptրTmax,ε
‖uε(·, t)‖L∞(Ω) = ∞. According to the latter uniqueness

property, a standard reasoning implies radial symmetry of uε(·, t) and vε(·, t) for all t ∈ (0, Tmax,ε),
and since 0 ≤ Gε ≤ 1 + 1

ε
on [0,∞) by (4.2), it follows e.g. from [23] that actually Tmax,ε = ∞. The

identities in (4.5) again result from a uniqueness argument. �

Now on the basis of two applications of Lemma 3.4, Theorem 1.1 applies so as to yield the following.

Lemma 4.2 Let Ω = BR(0) ⊂ R
n for some n ≥ 2 and R > 0, and suppose that u0 ∈ C0(Ω) and

v0 ∈ W 1,∞(Ω) are nonnegative and radially symmetric. Then for all η > 0 one can find C(η) > 0
such that whenever ε ∈ (0, 1), the solution of (4.3) satisfies

uε(x, t) ≤ C(η) · |x|−n(n−1)−η for all x ∈ Ω and t > 0 (4.7)

as well as
|∇vε(·, t)| ≤ C(η) · |x|−(n−1)−η for all x ∈ Ω and t > 0. (4.8)

Proof. Given η > 0, we let α := n(n− 1) + η > 2 and β := n− 1 + η > 1, and observe that since
α > n(n − 1) it is possible to pick β0 > n − 1 such that α > nβ0. We can therefore find q0 ∈ (n,∞)
fulfilling q0 >

nα
α−nβ0

, which is equivalent to the inequality

α >
nq0β

q0 − n
. (4.9)

Now if u0 ∈ C0(Ω) and v0 ∈ W 1,∞(Ω) are radial and nonnegative, then from (4.3) it is evident that
for all ε ∈ (0, 1) we have d

dt

∫
Ω uε = 0 for all t > 0, so that

∫

Ω
Gε(uε) ≤

∫

Ω
uε ≤

∫

Ω
u0 for all t > 0. (4.10)

As β0 > n− 1, we may therefore employ Lemma 3.4 i) to obtain c1 > 0 such that for all ε ∈ (0, 1),

∫

Ω
|x|−q0β0 |∇vε(x, t)|q0dx ≤ c1 for all t > 0,

which in view of (4.9) and the inequalities β0 ≥ 1 and q0 > n thereafter enables us to invoke Theorem
1.1, thereby concluding that with some c2 > 0 we have

uε(x, t) ≤ c2|x|−α for all x ∈ Ω and t > 0 (4.11)

and any ε ∈ (0, 1). Combined with (4.10) and the observation that β = n− 1+ η < n(n− 1) + η = α,
this allows for a second application of Lemma 3.4, which through its part ii) namely guarantees that
thanks to (4.10) and (4.11) we can find c3 > 0 such that for all ε ∈ (0, 1),

|∇vε(x, t)| ≤ c3|x|−β for all x ∈ Ω and any t > 0. (4.12)

Again by definition of α and β, the claimed estimates are precisely asserted by (4.11) and (4.12). �

Again through parabolic regularity theory, this time addressing genuinely localizations by means of
suitable cut-off procedures, the latter implies estimates involving higher order norms.
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Lemma 4.3 For all δ ∈ (0, R) and τ > 0 one can find C(δ, τ) > 0 and θ = θ(δ, τ) ∈ (0, 1) such that
for all ε ∈ (0, 1),

‖uε‖
C2+θ,1+ θ

2 ((Ω\Bδ(0))×[t,t+1])
≤ C for all t > τ (4.13)

and
‖vε‖

C2+θ,1+ θ
2 ((Ω\Bδ(0))×[t,t+1])

≤ C for all t > τ. (4.14)

Proof. We first note that whenever ζ ∈ C∞(Ω× [0,∞)) is such that ∂ζ
∂ν

= 0 on ∂Ω× (0,∞), then
for each ε ∈ (0, 1),

wε := ζ(x, t)uε(x, t) and zε(x, t) := ζ(x, t)vε(x, t), x ∈ Ω, t ≥ 0, (4.15)

satisfy ∂wε

∂ν
= ∂zε

∂ν
= 0 on ∂Ω× (0,∞) as well as

wεt = ∆wε +∇ · aε(x, t) + bε(x, t) in Ω× (0,∞) (4.16)

and
zεt = ∆zε + hε(x, t) in Ω× (0,∞), (4.17)

where
aε(x, t) := −2uε∇ζ − ζuε∇vε (4.18)

and
bε(x, t) := uε∆ζ + uε∇vε · ∇ζ + ζtuε (4.19)

as well as
hε(x, t) := −2∇ζ · ∇vε − ζvε + ζGε(uε) + ζtvε (4.20)

for (x, t) ∈ Ω× (0,∞).
We furthermore observe that if we fix ξ ∈ C∞(R) such that 0 ≤ ξ ≤ 1 on R, ξ ≡ 0 on (−∞, 12 ] and
ξ ≡ 1 on [1,∞), then for any δ ∈ (0, R) and τ > 0,

ζ(x, t) ≡ ζ(δ,τ)(x, t) := ξ
( |x|
δ

)
· ξ
( t
τ

)
, x ∈ Ω, t ≥ 0, (4.21)

defines a function ζ ∈ C∞(Ω × [0,∞)) wich is such that ζ ≡ 0 in B δ
2
(0) × [0,∞) and on Ω × [0, τ2 ],

and that ∂ζ
∂ν

= 0 throughout ∂Ω× (0,∞), and it can readily be verified that

|∇ζ| ≤ c1

δ
, |∆ζ| ≤ 2(n− 1)c1 + c2

δ2
and |ζt| ≤

c1

τ
in Ω× (0,∞), (4.22)

where c1 := ‖ξ′‖L∞(R) and c2 := ‖ξ′′‖L∞(R).
As a final preparation, according to Lemma 4.2 we fix positive constants α, β, c3 and c4 such that for
all ε ∈ (0, 1) we have

uε(x, t) ≤ c3|x|−α for any x ∈ Ω and t > 0 (4.23)

as well as
vε(x, t) ≤ c4|x|−β for all x ∈ Ω and each t > 0. (4.24)

To derive (4.13) and (4.14), we now proceed in five steps.
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Step 1. Let us first make sure that for all δ ∈ (0, R) and each τ > 0 there exist θ1 = θ1(δ, τ) ∈ (0, 1)
and c5(δ, τ) > 0 such that for any choice of ε ∈ (0, 1),

‖uε‖
Cθ1,

θ1
2 ((Ω\Bδ(0))×[t,t+1])

≤ c5(δ, τ) for all t ≥ τ. (4.25)

To see this, given any such δ and τ we let ζ be as defined in (4.21). Then in (4.15), (4.18) and (4.19),
according to (4.22), (4.23) and (4.24) we can estimate

|wε(x, t)| ≤ c3

(δ
2

)−α

and

|aε(x, t)| ≤ 2 · c3
(δ
2

)−α

· c1
δ

+ c3

(δ
2

)−α

· c4
(δ
2

)−β

as well as

|bε(x, t)| ≤ c3

(δ
2

)−α

· 2(n− 1)c1 + c2

δ2
+ c3

(δ
2

)−α

· c4
(δ
2

)−β

· c1
δ

+ c3

(δ
2

)−α

· c1
τ

(4.26)

for all x ∈ Ω and t > 0. As moreover wε ≡ 0 in Ω × [0, τ2 ], a standard result on Hölder regularity in
scalar parabolic equations ([31]) becomes applicable to (4.16) so as to provide θ1 = θ1(δ, τ) ∈ (0, 1)
and c5(δ, τ) > 0 fulfilling

‖wε‖
Cθ1,

θ1
2 (Ω×[t,t+1])

≤ c5(δ, τ) for all t ≥ 0

and any ε ∈ (0, 1). Since wε ≡ uε in (Ω \ Bδ(0)) × [τ,∞) by (4.15) and (4.21), this directly entails
(4.25).

Step 2. We next verify that for any δ ∈ (0, R) and τ > 0 there exist θ2 = θ2(δ, τ) ∈ (0, 1) and
c6(δ, τ) > 0 such that for all ε ∈ (0, 1),

‖vε‖C1+θ2,θ2 ((Ω\Bδ(0))×[t,t+1]) ≤ c6(δ, τ) for all t ≥ τ. (4.27)

In fact, again by means of (4.22), (4.23) and (4.24), since 0 ≤ Gε(uε) ≤ uε we can estimate the
functions zε and hε from (4.15) and (4.20) according to

|zε(x, t)| ≤ c4

(δ
2

)−β

and

|hε(x, t)| ≤ 2 · c1
δ

· c4
(δ
2

)−β

+ c4

(δ
2

)−β

+ c3

(δ
2

)−α

+
c1

τ
· c4

(δ
2

)−β

for all x ∈ Ω and t > 0. Using that thanks to (4.15) we have zε ≡ 0 in Ω × [0, τ2 ], we may therefore
employ gradient estimates for scalar parabolic equations ([22]) to find θ2 = θ2(δ, τ) ∈ (0, 1) and
c6(δ, τ) > 0 satisfying

‖zε‖C1+θ2,θ2 (Ω×[t,t+1]) ≤ c6(δ, τ) for all t ≥ 0,
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which implies (4.27) due to the fact that zε ≡ vε in (Ω \Bδ(0))× [τ,∞).

Step 3. We proceed to complete our reasoning with regard to vε by showing that for all δ ∈ (0, R)
and τ > 0 one can find θ3 = θ3(δ, τ) ∈ (0, 1) and c7(δ, τ) > 0 such that

‖vε‖
C2+θ3,1+

θ3
2 ((Ω\Bδ(0))×[t,t+1])

≤ c7(δ, τ) for all t ≥ τ (4.28)

whenever ε ∈ (0, 1).
Indeed, using that 0 ≤ G′

ε ≤ 1 we infer from Step 1 and Step 2 that actually

‖hε‖
Cθ3,

θ3
2 (Ω×[t,t+1])

≤ c8(δ, τ) for all t ≥ 0 and ε ∈ (0, 1)

with some θ3 = θ3(δ, τ) ∈ (0, 1) and c8(δ, τ) > 0. Therefore, standard parabolic Schauder theory ([20])
yields c9(δ, τ) > 0 such that

‖zε‖
C2+θ3,1+

θ3
2 (Ω×[t,t+1])

≤ c9(δ, τ) for all t ≥ 0 and ε ∈ (0, 1),

from which (4.28) immediately results.

Step 4. In our next step, given δ ∈ (0, R) and τ > 0 we derive the existence of θ4 = θ4(δ, τ) ∈ (0, 1)
and c10(δ, τ) > 0 fulfilling

‖uε‖C1+θ4,θ4 ((Ω\Bδ(0))×[t,t+1]) ≤ c10(δ, τ) for all t ≥ τ

and any ε ∈ (0, 1).
This again follows from parabolic gradient regularity theory ([22]) by once more relying on (4.26), and
by observing that thanks to Step 1 and Step 2, there exist θ5 = θ5(δ, τ) ∈ (0, 1) and c11(δ, τ) > 0 such
that for all ε ∈ (0, 1),

‖aε‖
Cθ5,

θ5
2 (Ω×[t,t+1])

≤ c11(δ, τ) for all t ≥ 0.

Step 5. We can finally assert that to each δ ∈ (0, R) and τ > 0 there correspond some θ6 = θ6(δ, τ) ∈
(0, 1) and c12(δ, τ) > 0 such that for all ε ∈ (0, 1),

‖uε‖
C2+θ6,1+

θ6
2 ((Ω\Bδ(0))×[t,t+1])

≤ c12(δ, τ) for all t ≥ τ. (4.29)

Indeed, the information gathered in Step 4 and Step 3 now warrants that with some θ7 = θ7(δ, τ) ∈
(0, 1) and c13(δ, τ) > 0, for all ε ∈ (0, 1) we have

‖∇ · aε‖
Cθ7,

θ7
2 (Ω×[t,t+1])

≤ c13(δ, τ) for all t ≥ 0

and

‖bε‖
Cθ7,

θ7
2 (Ω×[t,t+1])

≤ c13(δ, τ) for all t ≥ 0.

Accordingly, (4.29) once again becomes a consequence of classical parabolic Schauder theory ([20]). �

In consequence, in regions not containing the origin this allows for passing to the limit in convenient
topologies, and to thereby construct a candidate for our globally extended solution.
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Lemma 4.4 There exists (εj)j∈N ⊂ (0, 1) such that εj ց 0 as j → ∞ and such that as ε = εj ց 0,

uε → û in C2,1
loc ((Ω \ {0})× (0,∞)) as well as

vε → v̂ in C2,1
loc ((Ω \ {0})× (0,∞))

(4.30)

with some nonnegative radial functions û ∈ C2,1((Ω \ {0})× (0,∞)) and v̂ ∈ C2,1((Ω \ {0})× (0,∞))
satisfying ∂û

∂ν
= ∂v̂

∂ν
= 0 on ∂Ω×(0,∞). Moreover, with Tmax ∈ (0,∞] and (u, v) taken from Proposition

1.2 we have
û ≡ u and v̂ ≡ v in

(
Ω \ {0}

)
× (0, Tmax); (4.31)

in particular,

(û, v̂) ∈
(
C0(Ω× [0, Tmax)) ∩ C2,1(Ω× (0, Tmax))

)2
. (4.32)

Proof. In view of Lemma 4.3, the Arzelà-Ascoli theorem evidently implies the existence of a
sequence (εj)j∈N ⊂ (0, 1) and nonnegative radial functions û ∈ C2,1((Ω \ {0}) × (0,∞)) and v̂ ∈
C2,1((Ω \ {0}) × (0,∞)) satisfying εj ց 0 as j → ∞ as well as (4.30) and, as a consequence thereof
and of (4.3), also ∂û

∂ν
= ∂v̂

∂ν
= 0 on ∂Ω× (0,∞).

Since furthermore by continuity of u in Ω× [0, Tmax) the numbers Tε in (4.6) have the property that
Tε ր Tmax as εց 0, from (4.6) we trivially infer that

uε → u and vε → v in C0
loc(Ω× [0, Tmax)) as εց 0,

so that (4.31) and (4.32) become evident by-products of (4.30). �

This limit couple trivially inherits some properties of its approximations.

Lemma 4.5 Let δ ∈ (0, R). Then there exist C(δ) > 0 and θ = θ(δ) ∈ (0, 1) such that the limit
functions û and v̂ obtained in Lemma 4.4 satisfy

‖û‖
C2+θ,1+ θ

2 ((Ω\Bδ(0))×[t,t+1])
≤ C for all t > 1 (4.33)

and
‖v̂‖

C2+θ,1+ θ
2 ((Ω\Bδ(0))×[t,t+1])

≤ C for all t > 1. (4.34)

In particular, if Tmax ∈ (0,∞], u and v are as in Proposition 1.2, then in the case Tmax <∞ we have

u(·, t) → û(·, Tmax) in C2
loc(Ω \ {0}) and

v(·, t) → v̂(·, Tmax) in C2
loc(Ω \ {0})

(4.35)

as tր Tmax.

Proof. The estimates in (4.33) and (4.34) are direct consequences of Lemma 4.3 when combined
with Lemma 4.4. Thereupon, the convergence properties in (4.35) become obvious. �

With the above preparations at hand, we can immediately derive both of our main results concerning
pointwise bounds for solutions as well as the existence of blow-up profiles and estimates therefor.

Proof of Corollary 1.3. In view of (4.30) and the identities in (4.31), this immediately results
from Lemma 4.2. �

Proof of Corollary 1.4. Taking û as constructed in Lemma 4.4, from Lemma 4.5 we directly obtain
the claim if we let U(x) := û(x, Tmax) for x ∈ Ω \ {0}. �
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5 A quasi-entropy structure

In finally assigning the above limit (û, v̂) the role of a solution to (1.1) in an appropriate, in par-
ticular spatially global sense, we shall resort to the following adaptation of the celebrated notion of
renormalized solutions ([9]) to the present context.

Definition 5.1 Let n ≥ 1 and Ω ⊂ R
n be a bounded domain with smooth boundary, and let u0 ∈ L1(Ω)

and v0 ∈ L1(Ω) be nonnegative. Then a pair (u, v) of nonnegative functions
{
u ∈ L1

loc(Ω× [0,∞)),

v ∈ L1
loc(Ω× [0,∞))

(5.1)

such that for all ψ ∈ C∞
0 ([0,∞)2) we have

{
ψ(u, v)∇u ∈ L2

loc(Ω× [0,∞)) and

ψ(u, v)∇v ∈ L2
loc(Ω× [0,∞)),

(5.2)

will be called a global renormalized solution of (1.1) if for any choice of φ ∈ C∞
0 ([0,∞)2), the identity

−
∫ ∞

0

∫

Ω
φ(u, v)ϕt −

∫

Ω
φ(u0, v0)ϕ(·, 0)

= −
∫ ∞

0

∫

Ω
φuu(u, v)|∇u|2ϕ−

∫ ∞

0

∫

Ω
φuv(u, v)(∇u · ∇v)ϕ−

∫ ∞

0

∫

Ω
φu(u, v)∇u · ∇ϕ

+

∫ ∞

0

∫

Ω
uφuu(u, v)(∇u · ∇v)ϕ+

∫ ∞

0

∫

Ω
uφuv(u, v)|∇v|2ϕ+

∫ ∞

0

∫

Ω
uφu(u, v)∇v · ∇ϕ

−
∫ ∞

0

∫

Ω
φvv(u, v)|∇v|2ϕ −

∫ ∞

0

∫

Ω
φuv(u, v)(∇u · ∇v)ϕ−

∫ ∞

0

∫

Ω
φv(u, v)∇v · ∇ϕ

−
∫ ∞

0

∫

Ω
vφv(u, v)ϕ+

∫ ∞

0

∫

Ω
uφv(u, v)ϕ (5.3)

is valid for all ϕ ∈ C∞
0 (Ω× [0,∞)).

Remark. It can readily be verified by formally computing ∂φ(u,v)
∂t

on the basis of (1.1) that the
above concept in fact generalizes that of classical solvability in the sense that whenever (u, v) is a
pair of sufficiently smooth functions fulfilling (5.3), then indeed both initial-boundary value problems
contained in (1.1) are satisfied in the classical pointwise sense.

Now the following observation, based on a rigorous analysis of an approximate counterpart of (1.16),
forms a key ingredient for our derivation of Theorem 1.5.

Lemma 5.1 Let p > 0 and

κ > (p+ 1) ·
(
p+

√
p2 +

p

4

)
. (5.4)

Then there exists C(p, κ) > 0 such that for all ε ∈ (0, 1),

∫ t+1

t

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2 ≤ C(p, κ) for all t ≥ 0 (5.5)
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and ∫ t+1

t

∫

Ω
(uε + 1)−pe−κvε |∇vε|2 ≤ C(p, κ) for all t ≥ 0. (5.6)

Proof. Using (4.3) and integrating by parts, for ε ∈ (0, 1) we compute

d

dt

∫

Ω
(uε + 1)−pe−κvε = −p

∫

Ω
(uε + 1)−p−1e−κvε ·

{
∆uε −∇ · (uε∇vε)

}

−κ
∫

Ω
(uε + 1)−pe−κvε ·

{
∆vε − vε +Gε(uε)

}

= p

∫

Ω
∇
{
(uε + 1)−p−1e−κvε

}
·
{
∇uε − uε∇vε

}

+κ

∫

Ω
∇
{
(uε + 1)−pe−κvε

}
· ∇vε

+κ

∫

Ω
(uε + 1)−pvεe

−κvε − κ

∫

Ω
(uε + 1)−pGε(uε)e

−κvε

= −p(p+ 1)

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2

−pκ
∫

Ω
(uε + 1)−p−1e−κvε∇uε · ∇vε

+p(p+ 1)

∫

Ω
uε(uε + 1)−p−2e−κvε∇uε · ∇vε

+pκ

∫

Ω
uε(uε + 1)−p−1e−κvε |∇vε|2

−pκ
∫

Ω
(uε + 1)−p−1e−κvε∇uε · ∇vε

−κ2
∫

Ω
(uε + 1)−pe−κvε |∇vε|2

+κ

∫

Ω
(uε + 1)−pvεe

−κvε − κ

∫

Ω
(uε + 1)−pGε(uε)e

−κvε for all t > 0.

Here we recall that Gε ≥ 0 and use that ξe−κξ ≤ 1
κe

for all ξ ≥ 0 to see upon evident rearrangements
that

d

dt

∫

Ω
(uε + 1)−pe−κvε ≤ −p(p+ 1)

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2

−κ2
∫

Ω
(uε + 1)−pe−κvε |∇vε|2

+pκ

∫

Ω
uε(uε + 1)−p−1e−κvε |∇vε|2

−2pκ

∫

Ω
(uε + 1)−p−1e−κvε∇uε · ∇vε

+p(p+ 1)

∫

Ω
uε(uε + 1)−p−2e−κvε∇uε · ∇vε
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+
|Ω|
e

for all t > 0, (5.7)

because (uε + 1)−p ≤ 1. Now since trivially ξ(ξ + 1)−p−1 ≤ (ξ + 1)−p for all ξ ≥ 0, we obtain

−κ2
∫

Ω
(uε + 1)−pe−κvε |∇vε|2 + pκ

∫

Ω
uε(uε + 1)−p−1e−κvε |∇vε|2

≤ −κ(κ− p)

∫

Ω
(uε + 1)−pe−κvε |∇vε|2 for all t > 0, (5.8)

and in order to make appropriate use of this in absorbing the integrals in (5.7) containing ∇uε · ∇vε,
we observe that our assumption (5.4), that is, condition κ > p(p+1)+

√
p2(p+ 1)2 + p(p+1)2

4 , warrants

that κ2 − 2p(p+ 1)κ− p(p+1)2

4 > 0 and hence

p ·
(
4κ2 + 4pκ+ 4κ+ (p+ 1)2

)
< 4(p+ 1)κ(κ− p).

As this is equivalent to the inequality

[p(2κ+ p+ 1)]2

4p(p+ 1)
< κ(κ− p),

we can therefore find some η = η(p, κ) ∈ (0, 1) suitably close to 1 such that still

[p(2κ+ p+ 1)]2

4p(p+ 1)η
< κ(κ− p). (5.9)

Now with this value of η being fixed, in (5.7) we use Young’s inequality to see that since ξ(ξ+1)−p−2 ≤
(ξ + 1)−p−1 for all ξ ≥ 0,

−2pκ

∫

Ω
(uε + 1)−p−1e−κvε∇uε · ∇vε + p(p+ 1)

∫

Ω
uε(uε + 1)−p−1e−κvε∇uε · ∇vε

≤ p(2κ+ p+ 1)

∫

Ω
(uε + 1)−p−1e−κvε |∇uε| · |∇vε|

≤ p(p+ 1)η

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2

+
[p(2κ+ p+ 1)]2

4p(p+ 1)η

∫

Ω
(uε + 1)−pe−κvε |∇vε|2 for all t > 0.

Together with (5.8), this shows that (5.7) implies that

d

dt

∫

Ω
(uε + 1)−pe−κvε ≤ −c1(p, κ)

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2

−c2(p, κ)
∫

Ω
(uε + 1)−pe−κvε |∇vε|2

+
|Ω|
e

for all t > 0 (5.10)
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with

c1(p, κ) := p(p+ 1)(1− η(p, κ)) and c2(p, κ) := κ(κ− p)− [p(2κ+ p+ 1)]2

4p(p+ 1)η(p, κ)

both being positive according to our restriction (5.9) and the fact that η(p, κ) ∈ (0, 1).
On integration in time, however, (5.10) entails that

c1(p, κ)

∫ t+1

t

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2 + c2(p, κ)

∫ t+1

t

∫

Ω
(uε + 1)−pe−κvε |∇vε|2

≤
∫

Ω

(
uε(·, t) + 1

)−p

e−κvε(·,t) −
∫

Ω

(
uε(·, t+ 1) + 1

)−p

e−κvε(·,t+1) +
|Ω|
e

≤ |Ω|+ |Ω|
e

for all t ≥ 0,

because clearly 0 ≤ (uε + 1)−pe−κvε ≤ 1 on Ω × (0,∞). Letting C(p, κ) := max{ 1
c1(p,κ)

, 1
c2(p,κ)

}, we
thereby readily arrive at (5.5) and (5.6). �

A straightforward application of Fatou’s lemma to suitable versions of (5.5) and (5.6) immediately
verifies the regularity requirements in (5.2).

Corollary 5.2 Let û and v̂ be as in Lemma 4.4. Then for all nonnegative ψ ∈ C∞
0 ([0,∞)2) and each

T > 0, ∫ T

0

∫

Ω
ψ(û, v̂)|∇û|2 <∞ (5.11)

and ∫ T

0

∫

Ω
ψ(û, v̂)|∇v̂|2 <∞. (5.12)

In particular, both inclusions in (5.2) hold.

Proof. We fix an arbitrary p > 0 and employ Lemma 5.1 to find κ > 0, c1 > 0 and c2 > 0 such
that for all ε ∈ (0, 1),

∫ T

0

∫

Ω
(uε + 1)−p−2e−κvε |∇uε|2 ≤ c1 · (T + 1) for all T > 0 (5.13)

and ∫ T

0

∫

Ω
(uε + 1)−pe−κvε |∇vε|2 ≤ c2 · (T + 1) for all T > 0. (5.14)

Then given a nonnegative ψ ∈ C∞
0 ([0,∞)2), by boundedness of suppψ we see that [0,∞)2 ∋ (ξ, η) 7→

(ξ + 1)p+2eκηψ(ξ, η) is bounded and that hence we can pick c3 > 0 fulfilling

(uε + 1)p+2eκvεψ(uε, vε) ≤ c3 in Ω× (0,∞) for all ε ∈ (0, 1).

Therefore, according to (5.13) we can estimate

∫ T

0

∫

Ω
ψ(uε, vε)|∇uε|2 =

∫ T

0

∫

Ω

{
(uε + 1)p+2eκvεψ(uε, vε)

}
· (uε + 1)−p−2e−κvε |∇uε|2

≤ c3c1 · (T + 1) for all T > 0 and each ε ∈ (0, 1),
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so that since from Lemma 4.4 we know that with (εj)j∈N ⊂ (0, 1) as provided there we have

ψ(uε(x, t), vε(x, t))|∇uε(x, t)|2 → ψ(û(x, t), v̂(x, t))|∇û(x, t)|2 for all x ∈ Ω \ {0} and any t ∈ (0, T )

as ε = εj ց 0, (5.11) results upon an application of Fatou’s lemma. The property (5.12) can be
deduced from (5.14) in quite a similar manner. �

Now by combining the convergence information from Lemma 4.4 with the global regularity properties
obtained in Corollary 5.2 we can indeed make sure that (û, v̂) solves (1.1) in the sense of Definition
5.1.

Lemma 5.3 The pair (û, v̂) obtained in Lemma 4.4 is a global renormalized solution of (1.1) in the
sense of Definition 5.1.

Proof. We once more fix ξ ∈ C∞(R) such that χ[1,∞) ≤ ξ ≤ χ[ 1
2
,∞), and let ζδ(x) := ξ( |x|

δ
) for

x ∈ Ω and δ ∈ (0, R). Then given φ ∈ C∞
0 ([0,∞)2) and ϕ ∈ C∞

0 (Ω × [0,∞)), for δ ∈ (0, R) we let
ϕδ(x, t) := ζδ(x)ϕ(x, t), x ∈ Ω, t ≥ 0, and use (4.3) to see that

I1(δ, ε) + I2(δ, ε) :=

∫ ∞

0

∫

Ω
φ(uε, vε)ϕδt −

∫

Ω
φ(u0, v0)ϕδ(·, 0)

= −
∫ ∞

0

∫

Ω
φuu(uε, vε)|∇uε|2ϕδ −

∫ ∞

0

∫

Ω
φuv(uε, vε)(∇uε · ∇vε)ϕδ

−
∫ ∞

0

∫

Ω
φu(uε, vε)∇uε · ∇ϕδ

+

∫ ∞

0

∫

Ω
uεφuu(uεvε)(∇uε · ∇vε)ϕδ +

∫ ∞

0

∫

Ω
uεφuv(uε, vε)|∇vε|2ϕδ

+

∫ ∞

0

∫

Ω
uεφu(uε, vε)∇vε · ∇ϕδ

−
∫ ∞

0

∫

Ω
φvv(uε, vε)|∇vε|2ϕδ −

∫ ∞

0

∫

Ω
φuv(uε, vε)(∇uε · ∇vε)ϕδ

−
∫ ∞

0

∫

Ω
φv(uε, vε)∇vε · ∇ϕδ

−
∫ ∞

0

∫

Ω
vεφv(uε, vε)ϕδ +

∫ ∞

0

∫

Ω
Gε(uε)φv(uε, vε)ϕδ

=:
13∑

i=3

Ii(δ, ε) (5.15)

for all ε ∈ (0, 1) and δ ∈ (0, R). Here in order to let ε = εj ց 0 along the sequence (εj)j∈N ⊂ (0, 1)
provided by Lemma 4.4, according to Lemma 4.1 and Lemma 4.4 we can pick τ > 0 such that uε ≡ û

and vε ≡ v̂ in Ω× (0, τ) for all ε ∈ (0, 1), and thereafter choose T > τ such that ϕ ≡ 0 in Ω× (T,∞).
We may then invoke Lemma 4.4 to infer that for fixed δ ∈ (0, R),

uε → û and vε → v̂ in C1
(
(Ω \B δ

2
(0))× [τ, T ]

)
as ε = εj ց 0, (5.16)
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whence in particular

I3(δ, ε) = −
∫ τ

0

∫

Ω
φuu(û, v̂)|∇û|2ϕδ −

∫ T

τ

∫

Ω\B δ
2
(0)
φuu(uε, vε)|∇uε|2ϕδ

→ −
∫ τ

0

∫

Ω
φuu(û, v̂)|∇û|2ϕδ −

∫ T

τ

∫

Ω\B δ
2
(0)
φuu(û, v̂)|∇û|2ϕδ

= −
∫ ∞

0

∫

Ω
φuu(û, v̂)|∇û|2ϕδ

as ε = εj ց 0.
In the expressions I1(δ, ε) and Ii(δ, ε) for i ∈ {4, ..., 13}, we argue similarly, in addition observing that
due to (5.16) and our construction of Gε we have Gε(uε) ≡ uε in (Ω\B δ

2
(0))× (0, T ) for all sufficiently

small ε ∈ (0, 1) and hence clearly also

Gε(uε) → û in C0
(
(Ω \B δ

2
(0))× [0, T ]

)
as ε = εj ց 0.

In consequence, on taking ε = εj ց 0 separately in each of the summands making up (5.15) we readily
arrive at the identity

J1(δ) + J2(δ) :=

∫ ∞

0

∫

Ω
φ(û, v̂)ϕδt −

∫

Ω
φ(u0, v0)ϕδ(·, 0)

= −
∫ ∞

0

∫

Ω
φuu(û, v̂)|∇û|2ϕδ −

∫ ∞

0

∫

Ω
φuv(û, v̂)(∇û · ∇v̂)ϕδ

−
∫ ∞

0

∫

Ω
φu(û, v̂)∇û · ∇ϕδ

+

∫ ∞

0

∫

Ω
ûφuu(û, v̂)(∇û · ∇v̂)ϕδ +

∫ ∞

0

∫

Ω
ûφuv(û, v̂)|∇v̂|2ϕδ

+

∫ ∞

0

∫

Ω
ûφu(û, v̂)∇v̂ · ∇ϕδ

−
∫ ∞

0

∫

Ω
φvv(û, v̂)|∇v̂|2ϕδ −

∫ ∞

0

∫

Ω
φuv(û, v̂)(∇û · ∇v̂)ϕδ

−
∫ ∞

0

∫

Ω
φv(û, v̂)∇v̂ · ∇ϕδ

−
∫ ∞

0

∫

Ω
v̂φv(û, v̂)ϕδ +

∫ ∞

0

∫

Ω
ûφv(û, v̂)ϕδ

=:
13∑

i=3

Ji(δ) for all δ ∈ (0, R). (5.17)

Here since φuu(û, v̂)|∇û|2 belongs to L1(Ω× (0, T ) by Corollary 5.2, and since clearly ϕδ → ϕ a.e. in
Ω × (0, T ) as δ ց 0 with |ϕδ| ≤ ‖ϕ‖L∞(Ω×((0,T )) in Ω × (0, T ), invoking the dominated convergence
theorem we find that

J3(δ) = −
∫ T

0

∫

Ω
φuu(û, v̂)|∇û|2ϕδ → −

∫ T

0

∫

Ω
φuu(û, v̂)|∇û|2ϕ = −

∫ ∞

0

∫

Ω
φuu(û, v̂)|∇û|2ϕ (5.18)
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as δ ց 0. In quite a similar manner, by means of the dominated convergence theorem and Corollary
5.2 we see that passing to the limit δ ց 0 leads to the respectively expected results in each of the
summands in (5.17) containing either ϕδ itself or ϕδt ≡ ζδϕt but not ∇ϕδ; that is, as δ ց 0 we have

J1(δ) + J2(δ) → −
∫ ∞

0

∫

Ω
φ(û, v̂)ϕt −

∫

Ω
φ(u0, v0)ϕ(·, 0) (5.19)

and

J4(δ) + J6(δ) + J7(δ) + J9(δ) + J10(δ) + J12(δ) + J13(δ)

→ −
∫ ∞

0

∫

Ω
φuv(û, v̂)(∇û · ∇v̂)ϕ

+

∫ ∞

0

∫

Ω
ûφuu(û, v̂)(∇û · ∇v̂)ϕ+

∫ ∞

0

∫

Ω
ûφuv(û, v̂)|∇v̂|2ϕ

−
∫ ∞

0

∫

Ω
φvv(û, v̂)|∇v̂|2ϕ−

∫ ∞

0

∫

Ω
φuv(û, v̂)(∇û · ∇v̂)ϕ

−
∫ ∞

0

∫

Ω
v̂φv(û, v̂)ϕ+

∫ ∞

0

∫

Ω
ûφv(û, v̂)ϕ, (5.20)

and that moreover in

J5(δ) = −
∫ ∞

0

∫

Ω
φu(û, v̂)(∇û · ∇ϕ)ζδ −

∫ ∞

0

∫

Ω
φu(û, v̂)(∇û · ∇ζδ)ϕ

=: J5,1(δ) + J5,2(δ), δ ∈ (0, R), (5.21)

and

J8(δ) = −
∫ ∞

0

∫

Ω
ûφu(û, v̂)(∇v̂ · ∇ϕ)ζδ +

∫ ∞

0

∫

Ω
ûφu(û, v̂)(∇v̂ · ∇ζδ)ϕ

=: J8,1(δ) + J8,2(δ), δ ∈ (0, R), (5.22)

as well as in

J11(δ) = −
∫ ∞

0

∫

Ω
φv(û, v̂)(∇v̂ · ∇ϕ)ζδ −

∫ ∞

0

∫

Ω
φv(û, v̂)(∇v̂ · ∇ζδ)ϕ

=: J11,1(δ) + J11,2(δ), δ ∈ (0, R), (5.23)

we have

J5,1(δ) + J8,1(δ) + J11,1(δ) → −
∫ ∞

0

∫

Ω
φu(û, v̂)∇û · ∇ϕ+

∫ ∞

0

∫

Ω
ûφu(û, v̂)∇v̂ · ∇ϕ

−
∫ ∞

0

∫

Ω
φv(û, v̂)∇v̂ · ∇ϕ (5.24)

as δ ց 0, so that it remains to consider Ji,2(δ) for i ∈ {5, 8, 11}. for this purpose, we recall the
definition of ζδ to estimate

|∇ζδ(x)| =
1

δ

∣∣∣ξ′
( |x|
δ

)∣∣∣ ≤ c1

δ
for all x ∈ Ω and δ ∈ (0, R)
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with c1 := ‖ξ′‖L∞(R), so that since supp∇ζδ ⊂ Bδ(0) and |Bδ(0)| = c2δ
n for all δ ∈ (0, R) with

c2 := |B1(0)|, thanks to our overall assumption that n ≥ 2 we find that

∫

Ω
|∇ζδ|2 ≤

c21
δ2

|Bδ(0)| ≤ c21c2δ
n−2 ≤ c3 := c21c2R

n−2 for all δ ∈ (0, R).

Using the Cauchy-Schwarz inequality, from this we obtain that

|J5,1(δ)| ≤ ‖ϕ‖L∞(Ω×(0,T )) ·
{∫ T

0

∫

Bδ(0)
φ2u(û, v̂)|∇û|2

} 1
2

·
{∫ T

0

∫

Ω
|∇ζδ|2

} 1
2

≤
√
c3T‖ϕ‖L∞(Ω×(0,T )) ·

{∫ T

0

∫

Bδ(0)
φ2u(û, v̂)|∇û|2

} 1
2

→ 0 as δ ց 0, (5.25)

because again from Corollary 5.2 we know that φ2u(û, v̂)|∇û|2 ∈ L1(Ω× (0, T )). Similarly,

|J8,1(δ)|+ |J11,1(δ)| → 0 as δ ց 0,

which, when together with (5.25) and (5.24) inserted into (5.21)-(5.23) and combined with (5.17)-
(5.20), yields the claimed identity (5.3). �

Our final result on global extensibility thereby becomes evident.

Proof of Theorem 1.5. We take û and v̂ from Lemma 4.4 and then obtain (1.17) as a consequence
of Lemma 4.5. The claimed solution properties of (û, v̂) are then precisely asserted by Lemma 4.2,
whereas the desired characterization of (û, v̂) before blow-up has already been contained in Lemma
4.4. �
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