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Abstract

In a two-dimensional smoothly bounded domain, we consider the oncolytic virotherapy model given
by



















ut = ∆u−∇ · (u∇v)− ρuz,

vt = −(u+ w)v,

wt = Dw∆w − w + uz,

zt = Dz∆z − z − uz + βw,

with parameters Dw > 0, Dz > 0, β > 0 and ρ ≥ 0.

According to previous findings, a corresponding Neumann initial-boundary value problem possesses
a globally defined classical solution whenever the prescribed initial data are suitably regular and
satisfy appropriate positivity assumptions. In the present study it is shown that if β < 1, then any
such solution is uniformly bounded. This complements a recent result which in the case ρ = 0 has
asserted the existence of unbounded solutions whenever β > 1.
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1 Introduction

In this work we consider the haptotactic cross-diffusion initial-boundary value problem






































ut = ∆u−∇ · (u∇v)− ρuz, x ∈ Ω, t > 0,

vt = −(u+ w)v, x ∈ Ω, t > 0,

wt = Dw∆w − w + uz, x ∈ Ω, t > 0,

zt = Dz∆z − z − uz + βw, x ∈ Ω, t > 0,

(∇u− u∇v) · ν = ∂w
∂ν

= ∂z
∂ν

= 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), z(x, 0) = z0(x), x ∈ Ω,

(1.1)

in a smoothly bounded domain Ω ⊂ R
2, with positive parameters β,Dw and Dz and with a given

number ρ ≥ 0. This haptotaxis model has been introduced in [1] to mathematically describe oncolytic
virotherapy that has become a new promising treatment against cancer, due to the specific ability of
genetically designed oncolytic viruses to replicate inside cancer cells and kill them. In this context of
oncolytic viral therapy, the unknown variables u,w, z and v in (1.1) represent the densities of unin-
fected and infected cancer cells, of virus particles, and of the extracellular matrix (ECM), respectively.
Here, following biological evidence ([7], [21]), it is assumed that uninfected cancer cells not only move
randomly but also migrate toward ECM gradients in a haptotactic manner, and that this cell popu-
lation may decrease due to infection by oncolytic viruses. Infected cancer cells also move randomly
and they can die owing to infection; at the same time, the infected cell population can increase as a
result of infection with the oncolytic virus. As the infected cancer cells die, the virus particles inside
them are released. These free viruses diffuse randomly and undergo natural decay, and their number
is further reduced while infecting cancer cells. Finally, (1.1) presupposes that the ECM does not move
nor diffuse, but can be degraded by both type of cancer cells upon contact.

From the viewpoint of mathematical analysis, models of this type with haptotactic interaction con-
siderably differ from classical reaction-diffusion equations, predominantly due to the cross-diffusive
coupling of the key variable u to the quantity v which due to absence of diffusion apparently lacks any
significant regularization during evolution. Accordingly, existing analytical works concerning hapto-
taxis systems have mainly been focusing on issues from basic global solvability theory ([16], [22], [20],
[9], [8], [10], [6], [12]), and only a few rigorous results have addressed aspects related to qualitative
behavior or structure of solutions ([4], [5], [11], [19]).

In particular, methodological limitations seem to widely restrict analytical access to phenomena re-
lated to singularity formation, and hence also to the detection of key parameters in this regard, and
to the identification of possibly critical values thereof. A partial exception has recently been achieved
in [14], where a certain critical mass phenomenon for (1.1) has been discovered in the case when
ρ = 0 and the virus production rate β satisfies β > 1; more precisely, within this parameter regime
any reasonably regular initial data satisfying 1

|Ω|

∫

Ω u0 > 1
β−1 has been found in [14] to evolve into

a classical solution which is global in time but blows up in the large time limit in the sense that
lim supt→∞(‖u(·, t)‖L∞(Ω) + ‖w(·, t)‖L∞(Ω) + ‖z(·, t)‖L∞(Ω)) = ∞. In said study, this unboundedness

detection is complemented by a result on boundedness in the case when 1
|Ω|

∫

Ω u0 <
1

(β−1)+
, thus inter

alia covering arbitrarily large data when β ≤ 1, under the essential hypothesis that v0 ≡ 0.

Main results. The purpose of the present work consists in extending the latter statement on
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globally regular solution behavior to cases genuinely involving haptotactic interaction, thus allowing
for nontrivial choices of v0, and to the biologically most relevant constellation in which the parameter
ρ is allowed to attain arbitrary nonnegative values. To achieve this in contexts free of size restrictions
on the initial data, we shall concentrate on the case of suitably small β by assuming that β < 1, and
henceforth accordingly consider (1.1) under the mere assumptions that

{

u0, v0 and w0 are nonnegative functions from C2+ϑ(Ω) for some ϑ > 0,

with u0 > 0, w0 6≡ 0, z0 6≡ 0,
√
v0 ∈ W 1,2(Ω) and ∂u0

∂ν
= ∂v0

∂ν
= ∂w0

∂ν
= 0 on ∂Ω.

(1.2)

Then the outcome of [13] asserts the existence of a unique classical solution which is global in time.
The main objective of this study is to make sure that in the considered range of parameters, this
solution in fact is globally bounded and approaches a semi-trivial homogeneous equilibrium in the
large time limit. Our derivation of this will be launched by the observation that when β < 1, w
and z enjoy some basic boundedness and decay features (Lemma 3.1), and by a result on uniform
positivity of u obtained in [15] (Lemma 2.2). At several stages relying on a favorable decay property
of v implied by the latter (Lemma 2.3), namely, through a series of bootstrap arguments based on
parabolic regularization, both in the semilinear equations for w and z from (1.1) and in a quasilinear
problem satisfied by ue−v (cf. (4.2) below), we shall see that these features indeed entail globally
smooth behavior and asymptotic relaxation in the following sense:

Theorem 1.1 Let Ω ⊂ R
2 be a bounded domain with smooth boundary, and let

β ∈ (0, 1).

Then for any choice of (u0, v0, w0, z0) fulfilling (1.2), the solution (u, v, w, z) of (1.1) is bounded in the
sense that

sup
t>0

{

‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω) + ‖w(·, t)‖L∞(Ω) + ‖z(·, t)‖L∞(Ω)

}

< ∞, (1.3)

and apart from that there exists u∞ > 0 such that

u(·, t) → u∞ in Lp(Ω) for all p ≥ 1

and

v(·, t) → 0 in L∞(Ω)

as well as

w(·, t) → 0 in L∞(Ω)

and

z(·, t) → 0 in L∞(Ω)

as t → ∞.
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2 Preliminaries

Let us first recall that the outcome of [13] warrants global smooth solvability, as well as two basic
solution properties, in the following sense.

Lemma 2.1 Let Ω ⊂ R
2 be a bounded domain with smooth boundary, let β > 0, and suppose that

(u0, v0, w0, z0) satisfies (1.2). Then the problem (1.1) possesses a uniquely determined classical solution
(u, v, w, z) ∈ (C2,1(Ω× [0,∞)))4 for which v is nonnegative, and for which u,w and z are positive in
Ω× (0,∞). Moreover,

∫

Ω
u(·, t) ≤

∫

Ω
u0 for all t > 0, (2.1)

and for any choice of t0 ≥ 0 we have

‖v(·, t)‖L∞(Ω) ≤ ‖v(·, t0)‖L∞(Ω) for all t > t0. (2.2)

From now on assuming the hypotheses of Theorem 1.1 to hold, without explicit further mentioning
we let (u, v, w, z) denote the correspondingly obtained solution of (1.1) from Lemma 2.1.

Thus in particular supposing henceforth that β < 1, we may subsequently rely on a pointwise lower
bound for u that has already been derived in [15, Theorem 1.1], and that will be of fundamental
importance for our subsequent analysis:

Lemma 2.2 There exists C > 0 such that

u(x, t) ≥ C for all x ∈ Ω and t > 0. (2.3)

In view of the second equation in (1.1), this information immediately implies the following uniform
decay property of the haptoattractant concentration:

Lemma 2.3 We have
v(·, t) → 0 in L∞(Ω) as t → ∞. (2.4)

Proof. Taking c1 > 0 such that in accordance with Lemma 2.2 we have u ≥ c1 in Ω× (0,∞), from
(1.1) and the nonnegativity of v and w we obtain that

vt = −(u+ w)v ≤ −c1v in Ω× (0,∞).

Therefore,

v(x, t) ≤ v0(x)e
−c1t ≤ ‖v0(·)‖L∞(Ω)e

−c1t for all x ∈ Ω and t > 1,

from which (2.4) follows. �
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3 Boundedness and decay of w and z in L
1. L

p bounds for z

Once more making explicit use of our smallness assumption on β, independently of the above one can
readily derive some elementary L1 boundedness and relaxation properties of the solution components
w and z:

Lemma 3.1 We have

w(·, t) → 0 in L1(Ω) and z(·, t) → 0 in L1(Ω) as t → ∞ (3.1)

as well as
∫ ∞

0

∫

Ω
z < ∞. (3.2)

Proof. We use (1.1) to compute

d

dt

{
∫

Ω
w +

∫

Ω
z

}

=

{

−
∫

Ω
w +

∫

Ω
uz

}

+

{

−
∫

Ω
z −

∫

Ω
uz + β

∫

Ω
w

}

= −(1− β)

∫

Ω
w −

∫

Ω
z for all t > 0,

so that

d

dt

{
∫

Ω
w +

∫

Ω
z

}

+ (1− β) ·
{
∫

Ω
w +

∫

Ω
z

}

= −β

∫

Ω
z ≤ 0 for all t > 0.

Upon integration, this readily implies both (3.1) and (3.2) due to the fact that β < 1. �

Now parabolic smoothing estimates in the two-dimensional domain Ω ensure that the L1 boundedness
information implicitly contained in (3.1) entails bounds for z in Lp actually for arbitrarily large finite
p:

Lemma 3.2 Let p ∈ [1,∞). Then there exists C(p) > 0 such that

‖z(·, t)‖Lp(Ω) ≤ C(p) for all t > 0. (3.3)

Proof. According to well-known smoothing properties of the Neumann heat semigroup (eσ∆)σ≥0

([17]), given p ≥ 1 we can find c1 = c1(p) > 0 such that

‖eDzσ∆ϕ‖Lp(Ω) ≤ c1 · (1 + σ
−1+ 1

p )‖ϕ‖L1(Ω) for all t > 0 and ϕ ∈ C0(Ω), (3.4)

whereas Lemma 3.1 provides c2 > 0 fulfilling

‖w(·, t)‖L1(Ω) ≤ c2 for all t > 0. (3.5)

By nonnegativity of uz and z, in view of the order preserving property of eσ∆ for σ ≥ 0 we firstly
obtain that

z(·, t) = et(Dz∆−1)z0 −
∫ t

0
e(t−s)(Dz∆−1)u(·, s)z(·, s)ds+ β

∫ t

0
e(t−s)(Dz∆−1)w(·, s)ds

≤ etDz∆z0 + β

∫ t

0
e(t−s)(Dz∆−1)w(·, s)ds in Ω for all t > 0,
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and hence, by (3.4) and (3.5), secondly conclude that

‖z(·, t)‖Lp(Ω) ≤ ‖etDz∆z0‖Lp(Ω) + c1β

∫ t

0

(

1 + (t− s)−1+ 1
p

)

e−(t−s)‖w(·, s)‖L1(Ω)ds

≤ ‖z0‖Lp(Ω) + c1c2β

∫ t

0

(

1 + (t− s)
−1+ 1

p

)

e−(t−s)ds for all t > 0.

As

∫ t

0

(

1 + (t− s)−1+ 1
p

)

e−(t−s)ds ≤
∫ ∞

0
(1 + σ

−1+ 1
p )e−σdσ for all t > 0,

this already establishes (3.3). �

4 A basic evolution property of a := ue
−v

Following a variable change widely used in the analysis of haptotaxis-related systems ([2], [3], [16] and
[9]), we introduce

a := ue−v (4.1)

and then observe that according to (1.1),



















at = e−v∇ · (ev∇a) + a(aev + w)v − ρaz, x ∈ Ω, t > 0,

vt = −(aev + w)v, x ∈ Ω, t > 0,
∂a
∂ν

= 0, x ∈ ∂Ω, t > 0,

a(x, 0) = u0(x)e
−v0(x) =: a0(x), v(x, 0) = v0(x), x ∈ Ω.

(4.2)

A straightforward testing procedure therefore yields the following basic inequality that will be relied
on in Lemma 5.3, Lemma 6.2, Lemma 6.4 and Lemma 6.5 below.

Lemma 4.1 Let p > 0 be such that p 6= 1. Then

d

dt

∫

Ω
evap ≤ −p(p− 1)

∫

Ω
evap−2|∇a|2 + (p− 1)

∫

Ω
evap(aev + w)v for all t > 0. (4.3)

Proof. Since (4.2) implies that (aev + w)v = −vt in Ω× (0,∞) and

d

dt

∫

Ω
evap = p

∫

Ω
evap−1 ·

{

e−v∇ · (ev∇a)− avt − ρaz
}

+

∫

Ω
evapvt

= −p(p− 1)

∫

Ω
evap−2|∇a|2 − (p− 1)

∫

Ω
evapvt − ρp

∫

Ω
evapz for all t > 0,

this is evident upon discarding the rightmost nonpositive summand herein. �
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5 A space-time L
r bound for a with arbitrary r < 2

As a preparation for establishing an a priori estimate for a in L∞, this section aims at providing a
bound for the space-time integral

∫ t+1
t

∫

Ω ar with arbitrary r < 2 (Lemma 5.4). In a first step toward
this, we firstly enlarge our knowledge on boundedness features of w by means of a corresponding Lp

testing procedure, which due to the uniform Lp boundedness of w implied by Lemma 3.1 yields the
following.

Lemma 5.1 For all p ∈ (0, 1), one can find C(p) > 0 such that

∫ t+1

t

∫

Ω
|∇w

p

2 |2 ≤ C(p) for all t > 0. (5.1)

Proof. Using that w is positive in Ω× (0,∞), we may integrate by parts in (1.1) to see that

1

p

d

dt

∫

Ω
wp = (1− p)Dw

∫

Ω
wp−2|∇w|2 −

∫

Ω
wp +

∫

Ω
uwp−1z

≥ (1− p)Dw

∫

Ω
wp−2|∇w|2 −

∫

Ω
wp for all t > 0.

Therefore, by Young’s inequality,

4(1− p)Dw

p2

∫ t+1

t

∫

Ω
|∇w

p

2 |2 ≤ 1

p

∫

Ω
wp(·, t+ 1)− 1

p

∫

Ω
wp(·, t) +

∫ t+1

t

∫

Ω
wp

≤ 1

p

∫

Ω

(

w(·, t+ 1) + 1
)

+

∫ t+1

t

∫

Ω
(w + 1) for all t > 0,

so that (5.1) is a consequence of Lemma 3.1. �

By means of straightforward interpolation, this readily entails a space-time Lr bound for w with any
given r < 2.

Lemma 5.2 If p ∈ (0, 1), then with some C(p) > 0 we have

∫ t+1

t

∫

Ω
wp+1 ≤ C(p) for all t > 0. (5.2)

Proof. By means of the Gagliardo-Nirenberg inequality, we can find c1 = c1(p) > 0 such that

∫

Ω
wp+1 = ‖w

p

2 ‖
2(p+1)

p

L
2(p+1)

p (Ω)

≤ c1‖∇w
p

2 ‖2L2(Ω)‖w
p

2 ‖
2
p

L
2
p (Ω)

+ c1‖w
p

2 ‖
2(p+1)

p

L
2
p (Ω)

for all t > 0.

Since ‖w p

2 ‖
2
p

L
2
p (Ω)

=
∫

Ωw for all t > 0, in view of Lemma 5.1 and Lemma 3.1 this implies (5.2) upon

an integration in time. �

Along with the decay property of v identified in Lemma 2.3, the latter can be used to enrich our
information on regularity of a, firstly quite in the style of that from Lemma 5.1.
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Lemma 5.3 Given any p ∈ (0, 1), one can find C(p) > 0 such that
∫ t+1

t

∫

Ω
|∇a

p

2 |2 ≤ C(p) for all t > 0. (5.3)

Proof. We abbreviate c1 := ‖v0‖L∞(Ω) and again invoke the Gagliardo-Nirenberg inequality to see

that since ‖a p

2 ‖
2
p

L
2
p (Ω)

=
∫

Ω a =
∫

Ω ue−v ≤
∫

Ω u =
∫

Ω u0 for all t > 0 by (4.1) and (2.1), there exist

c2 = c2(p) > 0 and c3 = c3(p) > 0 such that
∫

Ω
ap+1 = ‖a

p

2 ‖
2(p+1)

p

L
2(p+1)

p (Ω)

≤ c2‖∇a
p

2 ‖2L2(Ω)‖a
p

2 ‖
2
p

L
2
p (Ω)

+ c2‖a
p

2 ‖
2(p+1)

p

L
2
p (Ω)

≤ c3‖∇a
p

2 ‖2L2(Ω) + c3

=
p2c3

4

∫

Ω
ap−2|∇a|2 + c3 for all t > 0. (5.4)

We thereupon make use of Lemma 2.3 to pick t0 = t0(p) > 0 suitably large such that

(e2c1 + ec1)‖v(·, t)‖L∞(Ω) ≤
2

pc3
for all t > t0, (5.5)

and recall that by Lemma 4.1,

− 1

1− p

d

dt

∫

Ω
evap + p

∫

Ω
evap−2|∇a|2 ≤

∫

Ω
e2vap+1v +

∫

Ω
evapvw for all t > 0, (5.6)

where clearly

p

∫

Ω
evap−2|∇a|2 ≥ p

∫

Ω
ap−2|∇a|2 for all t > 0. (5.7)

Furthermore, by Young’s inequality,
∫

Ω
evapvw ≤

∫

Ω
evap+1v +

∫

Ω
evvwp+1

≤ ec1
∫

Ω
ap+1v + c1e

c1

∫

Ω
wp+1 for all t > 0,

so that
∫

Ω
e2vap+1v +

∫

Ω
evapvw ≤ (e2c1 + ec1)

∫

Ω
ap+1v + c1e

c1

∫

Ω
wp+1 for all t > 0. (5.8)

Here we apply (5.4) along with (5.5) to estimate

(e2c1 + ec1)

∫

Ω
ap+1v ≤ (e2c1 + ec1)‖v‖L∞(Ω) ·

{

p2c3

4

∫

Ω
ap−2|∇a|2 + c3

}

≤ 2

pc3
·
{

p2c3

4

∫

Ω
ap−2|∇a|2 + c3

}

=
p

2

∫

Ω
ap−2|∇a|2 + 2

p
for all t > t0,
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so that (5.6), (5.7) and (5.8) entail that

− 1

1− p

d

dt

∫

Ω
evap +

p

2

∫

Ω
ap−2|∇a|2 ≤ 2

p
+ c1e

c1

∫

Ω
wp+1 for all t > t0.

Thus,

p

2

∫ t+1

t

∫

Ω
ap−2|∇a|2 ≤ 1

1− p

∫

Ω
ev(·,t+1)ap(·, t+ 1)− 1

1− p

∫

Ω
ev(·,t)ap(·, t)

+
2

p
+ c1e

c1

∫ t+1

t

∫

Ω
wp+1 for all t > t0,

so that thanks to Lemma 5.2, (5.3) results upon observing that once more due to Young’s inequality,
(4.1) and (2.1),

∫

Ω
evap ≤

∫

Ω
ev · (a+ 1) =

∫

Ω
(u+ ev) ≤

∫

Ω
u0 + ec1 |Ω|

for all t > 0. �

The main goal of this section can now be achieved by once more using a simple interpolation argument.

Lemma 5.4 For all p ∈ (0, 1) there exists C(p) > 0 satisfying

∫ t+1

t

∫

Ω
ap+1 ≤ C(p) for all t > 0. (5.9)

Proof. In much the same manner as in the proof of Lemma 5.2, this can be derived by combining
Lemma 5.3 with (4.1) and (2.1), because a is already known to be bounded in Ω× [0, t0] due to Lemma
2.1. �

6 L
∞ estimates. Proof of Theorem 1.1

Forming a next step in our bootstrap procedure, the following combines Lemma 5.4 with Lemma 3.2
and standard parabolic regularity theory to improve the topological framework within we know w to
remain bounded:

Lemma 6.1 Let p ∈ (2,∞). Then there exists C(p) > 0 such that

‖w(·, t)‖Lp(Ω) ≤ C(p) for all t > 0. (6.1)

Proof. Given p > 2, we fix any r ∈ (1, 2) such that r > 2p
p+1 , which ensures that (p+1)r−p

pr
> 1

r
and

that hence we can choose some q > 1 suitably close to r such that

(p+ 1)r − p

pr
>

1

q
>

1

r
. (6.2)

We next recall known smoothing estimates for the Neumann heat semigroup on Ω ([17]) to pick positive
constants c1 = c1(p) and c2 = c2(p) fulfilling

‖eDw∆ϕ‖Lp(Ω) ≤ c1‖ϕ‖L1(Ω) for all ϕ ∈ C0(Ω) (6.3)
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and
‖eσDw∆ϕ‖Lp(Ω) ≤ c2σ

−κ‖ϕ‖Lq(Ω) for all σ ∈ (0, 1) and each ϕ ∈ C0(Ω), (6.4)

and note that the number κ := 1
q
− 1

p
herein satisfies

r

r − 1
· κ <

r

r − 1
·
((p+ 1)r − p

pr
− 1

p

)

= 1 (6.5)

due to the left inequality in (6.2).

Now relying on a variation-of-constants representation of w related to the third equation in (1.1), we
can utilize (6.3) and (6.4) to estimate

‖w(·, t)‖Lp(Ω) =

∥

∥

∥

∥

eDw∆−1w(·, t− 1) +

∫ t

t−1
e(t−s)(Dw∆−1)u(·, s)z(·, s)ds

∥

∥

∥

∥

Lp(Ω)

≤ e−1 · c1‖w(·, t− 1)‖L1(Ω) + c2

∫ t

t−1
(t− s)−κ‖u(·, s)z(·, s)‖Lq(Ω)ds (6.6)

for all t > 1, where according to the Hölder inequality, Lemma 3.2 and (6.5), with some c3 = c3(p) > 0
and c4 = c4(p) > 0 we have

c2

∫ t

t−1
(t− s)−κ‖u(·, s)z(·, s)‖Lq(Ω)ds ≤ c2

∫ t

t−1
(t− s)−κ‖u(·, s)‖Lr(Ω)‖z(·, s)‖

L
qr
r−q (Ω)

ds

≤ c3

∫ t

t−1
(t− s)−κ‖u(·, s)‖Lr(Ω)ds

≤ c3 ·
{
∫ t

t−1
(t− s)−

r
r−1

·κ
ds

}
r−1
r

·
{
∫ t

t−1
‖u(·, s)‖rLr(Ω)ds

}
1
r

≤ c4 ·
{
∫ t

t−1
‖u(·, s)‖rLr(Ω)ds

}
1
r

for all r > 1.

Since

∫ t

t−1
‖u(·, s)‖rLr(Ω)ds =

∫ t

t−1

∫

Ω
(aev)r ≤ er‖v0‖L∞(Ω)

∫ t

t−1

∫

Ω
ar for all t > 1

by (4.1) and (2.2), and since

sup
t>1

‖w(·, t− 1)‖L1(Ω) < ∞ and sup
t>1

∫ t

t−1

∫

Ω
ar < ∞

according to Lemma 3.1, Lemma 5.4 and our restriction r < 2, (6.6) implies (6.1), because w is
bounded in Ω× [0, 1] by Lemma 2.1. �

Once more thanks to the uniform decay of v, the latter can now be used to establish an L2 bound for
a on the basis of Lemma 4.1.
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Lemma 6.2 There exists C > 0 fulfilling

‖a(·, t)‖L2(Ω) ≤ C for all t > 0. (6.7)

Proof. We first employ the Gagliardo-Nirenberg inequality along with (2.1) to see that since a ≤ u,
with some c1 > 0 and c2 > 0 we have

∫

Ω
a3 ≤ c1‖∇a‖2L2(Ω)‖a‖L1(Ω) + c1‖a‖3L1(Ω)

≤ c2

∫

Ω
|∇a|2 + c2 for all t > 0, (6.8)

and abbreviating c3 := ‖v0‖L∞(Ω) we may rely on a Poincaré-type inequality in fixing c4 > 0 fulfilling

1

2
ec3

∫

Ω
a2 ≤ 1

2

∫

Ω
|∇a|2 + c4 for all t > 0. (6.9)

We moreover recall Lemma 2.3 to find t0 > 0 such that

(e2c3 + 1)‖v(·, t)‖L∞(Ω) ≤
1

2c2
for all t > t0, (6.10)

and apply Lemma 6.1 to see that there exists c5 > 0 satisfying

∫

Ω
w3(·, t) ≤ c5 for all t > 0. (6.11)

Now going back to Lemma 4.1, we obtain the inequality

1

2

d

dt

∫

Ω
eva2 +

∫

Ω
ev|∇a|2 + 1

2

∫

Ω
eva2 ≤

∫

Ω
e2va3v +

∫

Ω
eva2vw +

1

2

∫

Ω
eva2 for all t > 0, (6.12)

where by Young’s inequality, (6.11) and (6.8),

∫

Ω
e2va3v +

∫

Ω
eva2vw ≤

∫

Ω
e2va3v +

∫

Ω
a3v +

∫

Ω
e3vvw3

≤ (e2c3 + 1)‖v‖L∞(Ω) ·
∫

Ω
a3 + c3e

3c3

∫

Ω
w3

≤ 1

2c2

∫

Ω
a3 + c3c5e

3c3

≤ 1

2

∫

Ω
|∇a|2 + c6 for all t > t0

with c6 :=
1
2 + c3c5e

3c3 . As (6.9) ensures that

1

2

∫

Ω
eva2 ≤ 1

2
ec3

∫

Ω
a2 ≤ 1

2

∫

Ω
|∇a|2 + c4 for all t > 0,

11



estimating
∫

Ω ev|∇a|2 ≥
∫

Ω |∇a|2 we thus infer from (6.12) that

d

dt

∫

Ω
eva2 +

∫

Ω
eva2 ≤ 2(c4 + c6) for all t > t0,

upon an ODE comparison implying that
∫

Ω
eva2 ≤ max

{
∫

Ω
ev(·,t0)a2(·, t0) , 2(c4 + c6)

}

for all t > t0.

Again since ev ≥ 1, and since a is bounded in Ω × [0, t0] by Lemma 2.1, the proof thereby becomes
complete. �

Again through regularization in semilinear heat equations, this already implies Hölder bounds for w

and z, and in conjunction with the weak decay information in (3.1) hence also uniform decay of both
these quantities.

Lemma 6.3 There exist θ ∈ (0, 1) and C > 0 such that

‖w(·, t)‖Cθ(Ω) ≤ C for all t > 0 (6.13)

and
‖z(·, t)‖Cθ(Ω) ≤ C for all t > 0, (6.14)

and moreover
w(·, t) → 0 and z(·, t) → 0 in L∞(Ω) as t → ∞. (6.15)

Proof. To derive (6.13), we take any p > 2 and q ∈ (1, 2) such that q > 2p
p+2 , and combine Lemma

6.2, Lemma 3.1 and Lemma 3.2 with (4.1) and (2.2) to fix positive constants c1, c2 and c3 fulfilling

‖u(·, t)‖L2(Ω) ≤ c1, ‖w(·, t)‖L1(Ω) ≤ c2 and ‖z(·, t)‖
L

2q
2−q (Ω)

≤ c3 for all t > 0.

Since well-known theory of the Neumann problem for the heat equation ([17]) provides c4 > 0 and
c5 > 0 such that

‖eDw∆ϕ‖W 1,p(Ω) ≤ c4‖ϕ‖L1(Ω) for all ϕ ∈ C0(Ω)

and

‖eσDw∆ϕ‖W 1,p(Ω) ≤ c5σ
−κ‖ϕ‖Lq(Ω) for all σ ∈ (0, 1) and any ϕ ∈ C0(Ω)

with κ := 1
2 +

1
q
− 1

p
, by means of a Duhamel representation of w we thus obtain that due to the Hölder

inequality,

‖w(·, t)‖W 1,p(Ω) =

∥

∥

∥

∥

eDw∆−1w(·, t− 1) +

∫ t

t−1
e(t−s)(Dw∆−1)u(·, s)z(·, s)ds

∥

∥

∥

∥

W 1,p(Ω)

≤ c4e
−1‖w(·, t− 1)‖L1(Ω) + c5

∫ t

t−1
(t− s)−κ‖u(·, s)z(·, s)‖Lq(Ω)ds

≤ c4e
−1‖w(·, t− 1)‖L1(Ω) + c5

∫ t

t−1
(t− s)−κ‖u(·, s)‖L2(Ω)‖z(·, s)‖

L
2q
2−q (Ω)

ds

≤ c2c4e
−1 + c1c3c5

∫ t

t−1
(t− s)−κds for all t > 1.

12



Using that κ < 1
2 + p+2

2p − 1
p
= 1, from this together with Lemma 2.1 we hence infer the existence of

c6 > 0 such that
‖w(·, t)‖W 1,p(Ω) ≤ c6 for all t > 0, (6.16)

which for any choice of θ ∈ (0, 1− 2
p
) entails (6.13) due to the fact that then W 1,p(Ω) →֒ Cθ(Ω).

Apart from that, noting that the Gagliardo-Nirenberg inequality yields c7 > 0 such that

‖w(·, t)‖L∞(Ω) ≤ c7‖w(·, t)‖
2p

3p−2

W 1,p(Ω)
‖w(·, t)‖

p−2
3p−2

L1(Ω)
for all t > 0,

we moreover conclude from (6.16) that as a consequence of (3.1) we then in fact have

‖w(·, t)‖L∞(Ω) → 0 as t → ∞.

The statements concerning z can be derived in quite a similar manner. �

On the basis of a Moser-type iteration procedure, launched at the starting point information provided
by Lemma 6.2 and again relying on Lemma 4.1, we can finally make sure that a in fact is bounded:

Lemma 6.4 There exists C > 0 such that

‖a(·, t)‖L∞(Ω) ≤ C for all t > 0. (6.17)

Proof. For nonnegative integers k, we let pk := 2k+1 and

Mk(T ) := max

{

1 , sup
t∈(0,T )

∫

Ω
apk(·, t)

}

, T > 0,

as well as Mk := supT>0Mk(T ), so that M0 is finite by Lemma 6.2. To estimate Mk(T ) for k ≥ 1,
given any such k we use (4.3) with p := pk to see that since p(p− 1)ev ≥ p · 3p

4 ,

d

dt

∫

Ω
evap + 3

∫

Ω
|∇a

p

2 |2 +
∫

Ω
evap ≤ d

dt

∫

Ω
evap + p(p− 1)

∫

Ω
evap−2|∇a|2 +

∫

Ω
evap

≤ (p− 1)

∫

Ω
e2vap+1v + (p− 1)

∫

Ω
evapvw +

∫

Ω
evap (6.18)

for all t > 0. Here in accordance with (2.2) and Lemma 6.3, we pick c1 > 0 and c2 > 0 such that
v ≤ c1 and w ≤ c2 on Ω× (0,∞), and use Young’s inequality to see that

(p− 1)

∫

Ω
e2vap+1v ≤ pc1e

2c1

∫

Ω
ap+1 for all t > 0

and

(p− 1)

∫

Ω
evapvw ≤ pc1c2e

c1

∫

Ω
ap

≤ pc1c2e
c1 ·

{

p

p+ 1

∫

Ω
ap+1 +

|Ω|
p+ 1

}

≤ pc1c2e
c1

∫

Ω
ap+1 + c1c2e

c1 |Ω| for all t > 0
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as well as
∫

Ω
evap ≤ ec1

∫

Ω
ap ≤ ec1

∫

Ω
ap+1 + ec1 |Ω| for all t > 0,

so that since p ≥ 1, (6.18) implies that

d

dt

∫

Ω
evap + 3

∫

Ω
|∇a

p

2 |2 +
∫

Ω
evap ≤ c3p

∫

Ω
ap+1 + c4 for all t > 0 (6.19)

with c3 := c1e
2c1 + c1c2e

c1 + ec1 and c4 := c1c2e
c1 |Ω|+ ec1 |Ω. Now to estimate the integral on the right

hand side herein by an interpolation appropriately revealing possible dependences on p = pk, let us
first invoke the Gagliardo-Nirenberg inequality to pick c5 ≥ 1

2 such that

‖ϕ‖L4(Ω) ≤ c5‖∇ϕ‖
3
4

L2(Ω)
‖ϕ‖

1
4

L1(Ω)
+ c5‖ϕ‖L1(Ω) for all ϕ ∈ W 1,2(Ω).

Applying this together with the Hölder inequality and Young’s inequality, we obtain that

c3p

∫

Ω
ap+1 = c3p‖a

p

2 ‖
2(p+1)

p

L
2(p+1)

p (Ω)

≤ c3p‖a
p

2 ‖
4(p+2)

3p

L4(Ω)
‖a

p

2 ‖
2(p−1)

3p

L1(Ω)

≤ c3p ·
{

c5‖∇a
p

2 ‖
3
4

L2(Ω)
‖a

p

2 ‖
1
4

L1(Ω)
+ c5‖a

p

2 ‖L1(Ω)

}

4(p+2)
3p · ‖a

p

2 ‖
2(p−1)

3p

L1(Ω)

≤ c3p · (2c5)
4(p+2)

3p ·
{

‖∇a
p

2 ‖
p+2
p

L2(Ω)
‖a

p

2 ‖
p+2
3p

L1(Ω)
+ ‖a

p

2 ‖
4(p+2)

3p

L1(Ω)

}

· ‖a
p

2 ‖
2(p−1)

3p

L1(Ω)

≤ c6p‖∇a
p

2 ‖
p+2
p

L2(Ω)
‖a

p

2 ‖L1(Ω) + c6p‖a
p

2 ‖
2(p+1)

p

L1(Ω)
for all t > 0

with c6 := c3 · (2c5)2, because 4(p+2)
3p ≤ 4·(4+2)

3·4 = 2 due to the fact that p ≥ 4, and because 2c5 ≥ 1.

Now given T > 0, we may recall the definition of (Mj(T ))j≥0 to see that ‖a p

2 ‖L1(Ω) =
∫

Ω apk−1 ≤
Mk−1(T ) for all t ∈ (0, T ), so that once more thanks to Young’s inequality we infer that for all
t ∈ (0, T ),

c3p

∫

Ω
ap+1 ≤ c6p‖∇a

p

2 ‖
p+2
p

L2(Ω)
Mk−1(T ) + c6pM

2(p+1)
p

k−1 (T )

=
{

3‖∇a
p

2 ‖2L2(Ω)

}
p+2
2p ·

{

3
− p+2

2p c6pMk−1(T )
}

+ c6pM
2(p+1)

p

k−1 (T )

≤ 3‖∇a
p

2 ‖2L2(Ω) +
{

3
− p+2

2p c6pMk−1(T )
}

2p
p−2

+ c6pM
2(p+1)

p

k−1 (T )

= 3‖∇a
p

2 ‖2L2(Ω) + 3
− p+2

p−2 c
2p
p−2

6 p
2p
p−2M

2p
p−2

k−1 (T ) + c6pM
2(p+1)

p

k−1 (T ), (6.20)

where again using that p ≥ 4, we can easily estimate

3
− p+2

p−2 c
2p
p−2

6 ≤ c7 := max {1 , c46}

14



and p
2p
p−2 ≤ p4. As furthermore

c6pM
2(p+1)

p

k−1 (T ) ≤ c6p
4M

2p
p−2

k−1 (T ) and c4 ≤ c4p
4M

2p
p−2

k−1 (T )

due to the evident inequalities p ≥ 1, 2(p+1)
p

≤ 2p
p−2 and Mk−1(T ) ≥ 1, inserting (6.20) into (6.19) thus

shows that writing c8 := c4 + c6 + c7 we have

d

dt

∫

Ω
evap +

∫

Ω
evap ≤ c8p

4M
2p
p−2

k−1 (T ) for all t ∈ (0, T )

and hence, by means of an ODE comparison and (4.1),

∫

Ω
evap ≤ max

{
∫

Ω
u
p
0e

−(p−1)v0 , c8p
4M

2p
p−2

k−1 (T )

}

for all t ∈ (0, T ).

Consequently,

Mk(T ) ≤ max

{

1 ,

∫

Ω
u
pk
0 , c8p

4
kM

2pk
pk−2

k−1 (T )

}

for all T > 0 and k ≥ 1,

so that, in fact, Mk is finite for all k ≥ 1, with

Mk ≤ max

{

1 ,

∫

Ω
u
pk
0 , c8p

4
kM

2pk
pk−2

k−1

}

for all k ≥ 1. (6.21)

The remaining part is quite standard: If there exists (kj)j∈N such that kj → ∞ as j → ∞ and

Mkj ≤ max

{

1 ,

∫

Ω
u
pkj
0

}

for all j ∈ N,

then clearly

‖a(·, t)‖L∞(Ω) = lim
j→∞

{
∫

Ω
a
pkj (·, t)

}
1

pkj ≤ lim sup
j→∞

{
∫

Ω
a
pkj (·, t)

}
1

pkj ≤ max {1 , ‖u0‖L∞(Ω)}

for all t > 0, while otherwise we infer from (6.21) that there exists b > 1 fulfilling

Mk ≤ bkM

2pk
pk−2

k−1 for all k ≥ 1.

As herein

0 ≤ 2pk
pk − 2

= 2
(

1 +
2

pk − 2

)

= 2
(

1 +
1

2k − 1

)

≤ 2
(

1 +
2

2k

)

for all k ≥ 1,

an application of [18, Lemma 4.3] shows that in this case,

Mk ≤ bk+e2·2k+1
M

e2·2k

0 for all k ≥ 1
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and hence

M
1
pk

k ≤ bk·2
−k−1+e2 ·M

e2

2
0 for all k ≥ 1,

which implies (6.17) also in this case, because both supk≥1 {k · 2−k−1} and M0 are finite. �

Since thus (a, v, w, z) is bounded in Ω× (0,∞), and since
∫∞
0

∫

Ω z < ∞ by (3.2), an argument similar
to a related precedent reasoning from [14] applies so as to warrant that the deviation of a from its
spatial average decays with respect to the norm in L2(Ω).

Lemma 6.5 We have
‖a(·, t)− a(·, t)‖L2(Ω) → 0 as t → ∞. (6.22)

Proof. According to Lemma 6.4, (2.2) and Lemma 6.3, we can fix positive constants ci, i ∈
{1, ..., 4}, such that

a(x, t) ≤ c1, v(x, t) ≤ c2, w(x, t) ≤ c3 and z(x, t) ≤ c4 for all x ∈ Ω and t > 0, (6.23)

and (3.2) warrants that

c5 :=

∫ ∞

0

∫

Ω
z

is finite. To derive (6.22) from this, we proceed in three steps.

Step 1: We first claim that
∫ ∞

0
‖a(·, t)− a(·, t)‖2L2(Ω)dt < ∞. (6.24)

Indeed, once again setting p = 2 in (4.3) we see by now making use of (6.23) that since (aev + w)v =
−vt ≥ 0,

d

dt

∫

Ω
eva2 ≤ −2

∫

Ω
ev|∇a|2 −

∫

Ω
eva2vt

≤ −2

∫

Ω
ev|∇a|2 + c21e

c2

∫

Ω
|vt|

= −2

∫

Ω
ev|∇a|2 − c21e

c2

∫

Ω
vt for all t > 0.

Integrating this over time shows that

∫

Ω
ev(·,t)a2(·, t) + 2

∫ t

0

∫

Ω
ev|∇a|2 ≤

∫

Ω
ev0a20 − c21e

c2 ·
{
∫

Ω
v(·, t)−

∫

Ω
v0

}

≤
∫

Ω
ev0a20 + c21e

c2 ·
∫

Ω
v0 for all t > 0

and that hence
∫ ∞

0

∫

Ω
|∇a|2 < ∞,
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because ev ≥ 1. The property (6.24) results from this by means of a Poincaré inequality.

Step 2: Let us next make sure that
∫ ∞

0

∫

Ω
a2t < ∞. (6.25)

and

sup
t>0

∫

Ω
|∇a(·, t)|2 < ∞. (6.26)

To verify this, we multiply the identity at = e−v∇ · (ev∇a) − avt − ρaz, as implied by (4.2), by evat
and integrate by parts to obtain that

∫

Ω
eva2t =

∫

Ω
at∇ · (ev∇a)−

∫

Ω
evaatvt − ρ

∫

Ω
evaatz

= −
∫

Ω
ev∇a · ∇at −

∫

Ω
evaatvt − ρ

∫

Ω
evaatz for all t > 0,

where, once again by nonpositivity of vt,

−
∫

Ω
ev∇a · ∇at = −1

2

∫

Ω
ev∂t|∇a|2

= −1

2

d

dt

∫

Ω
ev|∇a|2 + 1

2

∫

Ω
ev|∇a|2vt

≤ −1

2

d

dt

∫

Ω
ev|∇a|2 for all t > 0.

Moreover, invoking Young’s inequality we infer that, again due the identity vt = −(aev + w)v,

−
∫

Ω
evaatvt ≤ 1

4

∫

Ω
eva2t +

∫

Ω
eva2v2t

=
1

4

∫

Ω
eva2t +

1

2

∫

Ω
eva2(aev + w)|∂tv2|

≤ 1

4

∫

Ω
eva2t −

1

2
ec2c21(c1e

c2 + c3) ·
d

dt

∫

Ω
v2,

and that furthermore

−ρ

∫

Ω
evaatz ≤ 1

4

∫

Ω
eva2t + ρ2

∫

Ω
eva2z2

=
1

4

∫

Ω
eva2t + ρ2ec2c21c4

∫

Ω
z,

we therefore arrive at the inequality

1

2

∫

Ω
eva2t +

1

2

d

dt

∫

Ω
ev|∇a|2 ≤ −c6

d

dt

∫

Ω
v2 + c7

∫

Ω
z for all t > 0
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with c6 :=
1
2e

c2c21(c1e
c2 + c3) and c7 := ρ2ec2c21c4. After a time integration this leads to

1

2

∫ t

0

∫

Ω
eva2t +

1

2

∫

Ω
ev(·,t)|∇a(·, t)|2

≤ 1

2

∫

Ω
ev0 |∇a0|2 − c6

∫

Ω
v2(·, t) + c6

∫

Ω
v20 + c7

∫ t

0

∫

Ω
z

≤ 1

2

∫

Ω
ev0 |∇a0|2 + c6

∫

Ω
v20 + c7 · c5 for all t > 0,

and thereby which implies both (6.25) and (6.26) thanks to the fact that ev ≥ 1.

Step 3: We finally claim that (6.22) holds.

In fact, this can be achieved in quite a straightforward manner by relying on combining the basic
decay information contained in (6.24) and (6.25) with the compactness properties of trajectories
implied through (6.26); for details in a closely related setting, we may refer to [14, Lemma 3.5]. �

Due to the uniform convergence statement from Lemma 2.3, this entails a similar feature of u:

Lemma 6.6 The solution of (1.1) satisfies

u(·, t)− u(·, t) → 0 in L2(Ω) as t → ∞. (6.27)

Proof. We first note that according to Lemma 2.3 we have

e−v(·,t) − 1 → 0 in L∞(Ω) as t → ∞,

which when combined with (2.1) implies that

∣

∣

∣
a(·, t)− u(·, t)

∣

∣

∣
=

1

|Ω| ·
∣

∣

∣

∣

∫

Ω
u(e−v − 1)

∣

∣

∣

∣

≤ 1

|Ω|‖u‖L1(Ω)‖e−v − 1‖L∞(Ω) → 0 as t → ∞, (6.28)

and that furthermore also
∥

∥

∥
u(·, t)− e−vu(·, t)

∥

∥

∥

L∞(Ω)
= u(·, t)‖1− e−v‖L∞(Ω) → 0 as t → ∞. (6.29)

Since recalling (2.2) we see that writing c1 := e‖v0‖L∞(Ω) we have

‖u(·, t)− u(·, t)‖L2(Ω) =
∥

∥

∥
ev(a− e−vu(·, t))

∥

∥

∥

L2(Ω)

≤ c1‖a− e−vu(·, t)
∥

∥

∥

L2(Ω)

≤ c1‖a− a(·, t)‖L2(Ω) + c1|Ω|
1
2

∣

∣

∣
a(·, t)− u(·, t)

∣

∣

∣
+ c1|Ω|

1
2

∥

∥

∥
u(·, t)− e−vu(·, t)

∥

∥

∥

L∞(Ω)

for all t > 0, from Lemma 6.5 in conjunction with (6.28) and (6.29) we already obtain (6.27). �

By monotonicity of the spatial average appearing in (6.27), thanks to a final simple interpolation the
latter can in fact be turned into a convergence statement of the flavor announced in Theorem 1.1:
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Lemma 6.7 There exists u∞ > 0 such that

u(·, t) → u∞ in Lp(Ω) for all p ∈ [1,∞) as t → ∞. (6.30)

Proof. Since 0 ∋ t 7→ u(·, t) is nonincreasing according to (1.1), the number u∞ := limt→∞ u(·, t)
is well-defined, so that from Lemma 6.6 it follows that u(·, t) → u∞ in L2(Ω) as t → ∞. According
to the boundedness of u in Ω × (0,∞) asserted by Lemma 6.4, due to the Hölder inequality this
readily implies that actually (6.30) holds, whereas, finally, the claimed positivity of u∞ is an obvious
consequence of Lemma 2.2. �

All statements in Theorem 1.1 have thereby been brought in:

Proof of Theorem 1.1. We only need to collect the outcomes of Lemma 6.4, Lemma 2.3, Lemma
6.3 and Lemma 6.7. �
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