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Abstract. In this paper the feasibility of funnel control techniques for the Fokker-Planck equation cor-4
responding to a multi-dimensional Ornstein-Uhlenbeck process on an unbounded spatial domain is explored.5
First, using weighted Lebesgue and Sobolev spaces, an auxiliary operator is de�ned via a suitable sesquilin-6
ear form. This operator is then transformed to the desired Fokker-Planck operator. We show that any mild7
solution of the controlled Fokker-Planck equation (which is a probability density) has a covariance matrix8
that exponentially converges to a constant matrix. After a simple feedforward control approach is discussed,9
we show feasibility of funnel control in the presence of disturbances by exploiting semigroup theory. We10
emphasize that the closed-loop system is a nonlinear and time-varying PDE. The results are illustrated by11
some simulations.12
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1. Introduction. In this work we study output tracking control for the Fokker-Planck16

equation that corresponds to a multi-dimensional Ornstein-Uhlenbeck process. The latter is17

a continuous-time stochastic process which was originally used to describe the motion of a18

massive Brownian particle under the in�uence of friction [44]. Although its investigation was19

mainly driven by physics and mathematics, several other important applications emerged,20

such as in neurobiology [39] and in �nance [40]. The Ornstein-Uhlenbeck process (typically in21

the one-dimensional case) is often considered in the context of optimal control, see e.g. [2, 3,22

22, 23]. The Fokker-Planck equation is a parabolic partial di�erential equation (PDE) which23

describes the evolution of the probability density function of the solution of a stochastic24

di�erential equation, see e.g. [34]. It will be the main tool to treat the output tracking25

control problem.26

In this context, control means that we assume that the drift term of the stochastic27

di�erential equation can be manipulated by an external signal, which is called the control28

input and enters the equation via a nonlinear function g satisfying a so-called high-gain29

property. The resulting Fokker-Planck equation can be viewed as an abstract bilinear control30

system in terms of the state and the (nonlinear) control function, cf. [16, 25]; see also the31

monograph [32] for several topics on bilinear control systems. The mean value (or expected32

value) of the Ornstein-Uhlenbeck process is chosen as the output y and measurements of33

it are assumed to be available. For a given reference signal yref , we then seek to achieve34

that the (norm of the) di�erence between the mean value and the reference stays within35

a prescribed error margin (given by a function ϕ) for all times, thus allowing to control36

the mean value of the process as desired. Under funnel control the closed-loop system is a37

nonlinear and time-varying PDE of the form38

(1.1)

ṗ(t, x) = div
(
c∇p(t, x) + p(t, x)

(
Γx− g

((
N ◦ α

)(
‖w(t)‖2Rn

)
w(t)

) ))
+ d(t, x),

w(t) = ϕ(t)
(
y(t)− yref(t)

)
, y(t) =

∫
Rn

xp(t, x) dx,
39

with the initial condition p(0, x) = p0(x), for which we prove existence and uniqueness of40

bounded global solutions. In the above equation, c > 0 and Γ ∈ Rn×n are di�usion and drift41
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coe�cients, resp., d is a bounded disturbance and the funnel control input is given by42

u(t) =
(
N ◦ α

)(
‖w(t)‖2Rn

)
w(t),43

where α : [0, 1)→ [1,∞) is a bijection and N is a switching function.44

We like to stress that we do not require knowledge of the system parameters or the45

initial probability density. This is di�erent from other approaches as e.g. [17], where the46

probability density is steered to a desired density function, but the initial density must be47

known.48

Furthermore, by controlling the mean value of the process we may indeed in�uence the49

behavior of the entire probability density function. Since only the drift term in the Fokker-50

Planck equation is in�uenced by the control input, the covariance matrix of the process is51

independent of it. We will show that it converges exponentially to cΓ−1. Indeed, simulations52

show that the shape of the probability density does not change after some initial time, and53

is essentially only shifted according to the movement of the mean value.54

The control law for the input u is based on the funnel control methodology developed55

in [27]. The funnel controller is an output-error feedback of high-gain type. Its advantages56

are that it is model-free (i.e., it requires no knowledge of the system parameters or the initial57

value), it is robust and of striking simplicity � for the Fokker-Planck equation we will show58

that robustness can be guaranteed w.r.t. additive disturbances �with zero mass�. The funnel59

controller has been successfully applied e.g. in temperature control of chemical reactor mod-60

els [29], control of industrial servo-systems [24] and underactuated multibody systems [10],61

voltage and current control of electrical circuits [15], DC-link power �ow control [41] and62

adaptive cruise control [13, 14].63

Funnel control for in�nite-dimensional systems is a hard task in general. A simple64

class of systems with relative degree one and in�nite-dimensional internal dynamics has65

been considered in the seminal work [27]. Linear in�nite-dimensional systems for which66

an integer-valued relative degree exists have been considered in [28]. In fact, it has been67

observed in the recent work [12] that the existence of an integer-valued relative degree is68

essential to apply known funnel control results as formulated e.g. in [9]. It is then shown69

in [12] that a large class of systems which exhibit in�nite-dimensional internal dynamics70

is susceptible to funnel control. A practically relevant example is a mowing water tank71

system, which is shown to belong to the aforementioned class in [11]. However, not even72

every linear in�nite-dimensional system has a well-de�ned relative degree, in which case the73

results from [9] cannot be applied. For this class of systems � to which the Fokker-Planck74

equation belongs � the feasibility of funnel control has to be investigated directly for the75

(nonlinear and time-varying) closed-loop system; see e.g. [38] for a boundary controlled76

heat equation, [37] for a general class of boundary control systems and [7] for a system of77

monodomain equations (which represent de�brillation processes of the human heart).78

1.1. Nomenclature. The set of natural numbers is denoted by N and N0 = N ∪ {0}.79

For a measurable set Ω ⊆ Rn, n ∈ N, a measurable function w : Ω → R≥0 and p ∈ [1,∞],80

Lp(Ω;w) denotes the w-weighted Lebesgue space of (equivalence classes of) measurable and81

p-integrable functions f : Ω→ R with norm82

‖f‖Lp(Ω;w) =

(∫
Ω

w(x) |f(x)|pdx
)1/p

, f ∈ Lp(Ω;w),83

if p < ∞ and ‖f‖L∞(Ω;w) = ess supx∈Ω w(x) |f(x)| if p = ∞. Additionally, for k ∈ N0,84

W k,p(Ω;w) denotes the w-weighted Sobolev space of (equivalence classes of) k-times weakly85

di�erentiable functions f : Ω → R with f, f ′, . . . , f (k) ∈ Lp(Ω;w). If w ≡ 1, then we write86

Lp(Ω; 1) = Lp(Ω) and W k,p(Ω; 1) = W k,p(Ω). The space L2(Ω;w)n is equipped with the87
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inner product88

〈f1, f2〉L2(Ω;w)n =

n∑
k=1

〈f1,k, f2,k〉L2(Ω;w).89

For an interval J ⊆ R, a Banach space X and p ∈ [1,∞], we denote by Lp(J ;X) the90

vector space of equivalence classes of strongly measurable functions f : J → X such that91

‖f(·)‖X ∈ Lp(J); the distinction between Lp(J ;X) and Lp(Ω;w) should be clear from the92

context. If J = (a, b) for a, b ∈ R, we simply write Lp(a, b;X), also for the case a = −∞ or93

b =∞. We refer to [1] for further details on Sobolev and Lebesgue spaces.94

By Ck(J ;X) we denote the space of k-times continuously di�erentiable functions f : J →95

X, k ∈ N0, with C(J ;X) := C0(J ;X). For p ∈ [1,∞], W 1,p(J ;X) stands for the Sobolev96

space of X-valued equivalance classes of weakly di�erentiable and p-integrable functions97

f : J → X with p-integrable weak derivative, i.e., f, ḟ ∈ Lp(J ;X). Thereby, integration (and98

thus weak di�erentiation) has to be understood in the Bochner sense, see [20, Sec. 5.9.2].99

The spaces Lploc(J ;X) and W 1,p
loc (J ;X) consist of all f whose restriction to any compact100

interval K ⊆ J are in Lp(K;X) or W 1,p(K;X), respectively.101

By B(X;Y ), where X,Y are Hilbert spaces, we denote the set of all bounded linear102

operators A : X → Y . Recall that a C0-semigroup (T (t))t≥0 on X is a L(X;X)-valued103

map satisfying T (0) = IX and T (t+ s) = T (t)T (s), s, t ≥ 0, where IX denotes the identity104

operator, and t 7→ T (t)x is continuous for every x ∈ X. C0-semigroups are characterized by105

their generator A, which is a, not necessarily bounded, operator on X. If ‖T (t)‖B(X;X) ≤ 1106

for all t ≥ 0, then (T (t))t≥0 is called a contraction semigroup. For the notion of an analytic107

semigroup (sometimes called holomorphic semigroup) we refer to [42, Sec. 3.10].108

Furthermore, recall the space X−1, see e.g. [43, Sec. 2.10], which should be thought of as109

an abstract Sobolev space with negative index. If A : D(A) ⊆ X → X is a densely de�ned110

operator with ρ(A) 6= ∅, where ρ(A) denotes the resolvent set of A, then for any β ∈ ρ(A)111

we denote by X−1 the completion of X with respect to the norm112

‖x‖X−1
= ‖(βI −A)−1x‖X , x ∈ X.113

The norms generated as above for di�erent β ∈ ρ(A) are equivalent and, in particular, X−1114

is independent of the choice of β. If A generates a C0-semigroup (T (t))t≥0 in X, then the115

latter has a unique extension to a semigroup (T−1(t))t≥0 in X−1, which is given by116

T−1(t) = (βI −A−1)T (t), t ≥ 0,117

where (βI −A−1) ∈ B(X;X−1) is a surjective isometry. Therefore, A−1 is the generator of118

the semigroup (T−1(t))t≥0.119

In in�nite-dimensional linear systems theory with unbounded control operators, the120

existence of mild solutions is closely related to the notion of admissibility, see e.g. [43]. Let121

U,X, Y be Hilbert spaces and A as above such that it generates a C0-semigroup (T (t))t≥0 on122

X. Then we recall that B ∈ B(U ;X−1) is a Lp-admissible control operator (for (T (t))t≥0),123

with p ∈ [1,∞], if124

∀ t ≥ 0 ∀u ∈ Lp([0, t];U) :

∫ t

0

T−1(t− s)Bu(s) ds ∈ X.125

1.2. The Fokker-Planck equation for a controlled stochastic process. We con-126

sider a controlled stochastic process described by the Itô stochastic di�erential equation127

(cf. [34, Sec. 11])128

(1.2) dXt = b(t,Xt, u(t))dt+ σ(t,Xt)dWt, X(t = 0) = X0,129

where Xt : Ω → Rn, t ≥ 0, are random vectors and Ω is the sample space of a probability130

space (Ω,F , P ). (Wt)t≥0 denotes a d-dimensional Wiener process with zero mean value and131
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unit variance, b : R≥0 × Rn × Rm → Rn is a drift function and σ : R≥0 × Rn → Rn×d is a132

di�usion coe�cient. The function u : R≥0 → Rm is the control input.133

Using the framework presented in [2] we can formulate the control problem for the prob-134

ability density function of the stochastic process (Xt)t≥0 as a partial di�erential equation,135

the Fokker-Planck equation. This approach is feasible under appropriate assumptions on136

the functions b and σ as shown in [35, 36]. De�ne137

C : R≥0 × Rn → Rn×n, (t, x) 7→ 1
2σ(t, x)σ(t, x)>,138

then the probability density function p : R≥0×Rn → R associated with the process (Xt)t≥0139

evolves according to the Fokker-Planck equation140

(1.3)

∂p

∂t
(t, x) = −

n∑
i=1

∂

∂xi

(
bi(t, x, u(t))p(t, x)

)
+

n∑
i,j=1

∂2

∂xi∂xj

(
Cij(t, x)p(t, x)

)
, in (0,∞)× Rn,

p(0, x) = p0(x), in Rn,

141

and additionally, since p is a probability density, we require142

(1.4)

p(t, x) ≥ 0, in [0,∞)× Rn,∫
Rn

p(t, x)dx = 1, in [0,∞).
143

The second condition in (1.4) is the conservation of probability, while the �rst requires144

any probability to be non-negative. Some conditions for the existence of nonnegative solu-145

tions of the Fokker-Planck equation are given in [3, 16, 23] for instance.146

1.3. The Ornstein-Uhlenbeck process. As a speci�c stochastic process, in this work147

we consider a multi-dimensional Ornstein-Uhlenbeck process and we assume that it can be148

controlled via the drift term only. Then it is modelled by an equation of the form (1.2) with149

m = n ∈ N, d ∈ N and150

b(t, x, u) = g(u)− Γx, σ(t, x) = S ∈ Rn×d, Γ ∈ Rn×n.151

A special one-dimensional version of this with n = d = 1, g(u) = u and Γ, S > 0 is often152

encountered in the literature, see e.g. [2, 3, 22] and the references therein. Let us further153

stress that the equation is restricted to a bounded spatial domain in many works such154

as [2, 3], and Dirichlet boundary conditions are used; this is not the natural framework, cf.155

also Section 2.156

In the present work we assume that157

(i) C := 1
2SS

> = cIn for some c > 0,158

(ii) Γ is symmetric and positive de�nite, written Γ = Γ> > 0,159

and the function g ∈ C1(Rn;Rn) is linearly bounded and satis�es a high-gain property, i.e.,160

(1.5)
∃ ḡ > 0 ∀ v ∈ Rn : ‖g(v)‖Rn ≤ ḡ‖v‖Rn ,

∃ δ ∈ (0, 1) : sup
s∈R

min
δ≤‖v‖Rn≤1

v>g(−sv) =∞.161

Assumptions (i) and (ii) guarantee that the Fokker-Planck operator is self-adjoint and posi-162

tive and its eigenfunctions can be computed explicitly. Assumption (1.5) is required for fea-163

sibility of the proposed funnel control method. The associated Fokker-Planck equation (1.3)164

is then given in the form165

(1.6)
ṗ(t, x) = div

(
c∇p(t, x) + p(t, x)

(
Γx− g(u(t))

))
, in (0,∞)× Rn,

p(0, x) = p0(x), in Rn,
166
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where ṗ = ∂p
∂t . For later use we de�ne the function167

(1.7) φ : Rn → R, x 7→ 1

2c
x>Γx.168

Since it is unrealistic to assume that we can measure p(t, x) for all t ≥ 0 and all x ∈ Rn, we169

associate an output function y : R≥0 → Rn with (1.6). The output should be chosen in such170

a way that, by manipulating it via the control input, it is possible to in�uence the collective171

behavior of the process. As mentioned in [2], the mean value E[Xt] �is omnipresent in almost172

all stochastic optimal control problems considered in the scienti�c literature�. Therefore, it173

is a reasonable choice for the output, i.e.,174

(1.8) y(t) = E[Xt] =

E[Xt,1]
...

E[Xt,n]

 =


∫
Rn x1 p(t, x)dx

...∫
Rn xn p(t, x)dx

 .175

We assume that the measurement of the output y(t) is available to the controller at each176

time t ≥ 0. In practice, the corresponding integrals cannot be calculated exactly, thus the177

components of the mean value will typically be approximated by data-driven methods such178

as Monte Carlo integration.179

Note that controlling the Fokker-Planck equation via the drift term with mean value as180

output is indeed su�cient to in�uence the behavior of the solution density, since the covari-181

ance matrix of the process is independent of the control input. In particular, provided (1.4)182

holds, we will show in Proposition 3.5 that the covariance matrix of the solution satis�es183

lim
t→∞

∫
Rn

(
x− y(t)

)(
x− y(t)

)>
p(t, x)dx = cΓ−1.184

1.4. Control objective. The objective is to design a robust output error feed-185

back u(t) = F (t, e(t)), where e(t) = y(t) − yref(t) for some reference trajectory yref ∈186

W 1,∞(R≥0;Rn), such that in the closed-loop system the tracking error e(t) evolves within187

a prescribed performance funnel188

(1.9) Fϕ := { (t, e) ∈ R≥0 × Rn |ϕ(t)‖e‖Rn < 1} ,189

which is determined by a function ϕ belonging to190

(1.10) Φ:=

{
ϕ∈C1(R≥0;R)

∣∣∣∣ ϕ(t) > 0 for all t > 0, lim inft→∞ ϕ(t) > 0,
∃ ξ > 0 ∀ t ≥ 0 : |ϕ̇(t)| ≤ ξ(1 + ϕ(t))

}
.191

The robustness requirement on the control essentially means that it is feasible under bounded192

additive disturbances �with zero mass�, which in�uence the Fokker-Planck equation. This is193

made precise in Section 3.194

The performance funnel Fϕ accounts for the two objectives of y approaching yref with195

prescribed transient behavior and asymptotic accuracy. Its boundary is given by the recip-196

rocal of ϕ, see Fig. 1.1. We explicitly allow for ϕ(0) = 0, meaning that no restriction on197

the initial value is imposed since ϕ(0)‖e(0)‖Rn < 1; the funnel boundary 1/ϕ has a pole at198

t = 0 in this case. Furthermore, ϕ may be unbounded and in this case asymptotic tracking199

may be achieved, i.e., limt→∞ e(t) = 0.200

It is of utmost importance to notice that the function ϕ ∈ Φ is a design parameter in201

the control law (stated in Section 5), thus its choice is completely up to the designer. In202

particular, the designer must impose a priori, whether or not asymptotic tracking should203

be achieved. Typically, the speci�c application dictates the constraints on the tracking204

error and thus indicates suitable choices for ϕ. We stress that the funnel boundary is205

not necessarily monotonically decreasing, while such a choice may be convenient in most206

situations. However, widening the funnel over some later time interval might be bene�cial,207

for instance in the presence of strongly varying reference signals or periodic disturbances. A208

variety of di�erent funnel boundaries are possible, see e.g. [26, Sec. 3.2].209
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t

�

(0, e(0)) 1/ϕ(t)

Fig. 1.1: Error evolution in a funnel Fϕ with boundary 1/ϕ(t).

1.5. Organization of the present paper. In Section 2 we introduce the mathe-210

matical framework around the Fokker-Planck operator associated to equation (1.6). We211

emphasize that we consider an unbounded spatial domain in (1.6), without any boundary212

conditions. Using weighted Lebesgue and Sobolev spaces, �rst an auxiliary operator is de-213

�ned via a suitable sesquilinear form. This operator is then transformed to the desired214

Fokker-Planck operator. We stress that a spectral analysis of the Fokker-Planck operator is215

necessary in order to obtain a well-de�ned �integration by parts�-formula, which in turn is re-216

quired to show admissiblity of the bilinear control operator involved in (1.6). The de�nition217

of a mild solution is given in Section 3 and it is shown that any solution satis�es (1.4) and218

that its covariance matrix is independent of the input and exponentially converges to cΓ−1.219

Furthermore, L2-admissibility of the control operator is shown, which is the basis for the220

feasibility proof of the robust funnel controller in Section 5. A simple (non-robust) feedfor-221

ward control approach is discussed in Section 4, which may be favourable when the system222

parameters are known and no disturbances are present. We emphasize that the closed-loop223

system corresponding to the application of the funnel controller, see equation (1.1), is a224

nonlinear and time-varying PDE, thus proving existence and uniqueness of solutions is a225

nontrivial task. We illustrate our results by some simulations in Section 6.226

2. The Fokker-Planck operator. In this section we introduce an operator which227

can be associated with the PDE (1.6) in the uncontrolled case, i.e., u = 0. To this end, we228

invoke form methods for which we frequently refer to [5] and [6]. Consider the system (1.6)229

with φ as de�ned in (1.7). To begin with, let230

H := L2(Rn; e−φ) and V := W 1,2(Rn; e−φ)231

and de�ne the sesquilinear form232

(2.1) a : V × V → R, (v1, v2) 7→
n∑
i=1

〈
∂v1

∂xi
,
∂v2

∂xi

〉
H

= 〈∇v1,∇v2〉Hn ,233

to which we may associate an operator as follows.234

Proposition 2.1. Consider the form (2.1), then there exists exactly one operator A :235

D(A) ⊂ V → H with236

D(A) = { v ∈ V | ∃u ∈ H ∀ z ∈ V : a(v, z) = 〈u, z〉H }237

and238

∀ v ∈ D(A) ∀ z ∈ V : a(v, z) = 〈Av, z〉H .239

Moreover, A is self-adjoint, positive and has compact resolvent.240
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Proof. We show that the operator A exists as stated. By the Cauchy-Schwarz inequality241

we have242

a(v, u) ≤ ‖∇v‖Hn‖∇u‖Hn ≤
(
‖v‖2H + ‖∇v‖2Hn

)1/2 (‖u‖2H + ‖∇u‖2Hn

)1/2
= ‖v‖V ‖u‖V243244

for all v, u ∈ V , and hence the form a is bounded. Since the injection j : V → H is clearly245

continuous with dense range, it follows from [5, Prop. 5.5] that A exists and is positive246

since a is positive.247

We show (i): As above, there exists an operator B : D(B) ⊂ V → H associated to the248

sesquilinear form249

b : V × V → R, (v1, v2) 7→ a(v1, v2) + 〈v1, v2〉H250

which satis�es D(B) = D(A) and B = A + I, cf. [5, Rem. 5.6]. The form b is obviously251

bounded and symmetric and satis�es b(v, v) = ‖v‖2V , thus it is coercive. Further observe252

that by [31, Prop. 6.2] the injection j : V → H is additionally compact. Hence it follows253

from [5, Cor. 6.18] that the operator B is self-adjoint, positive and has compact resolvent.254

As a consequence, A = B − I is also self-adjoint and has compact resolvent.255

Next we show that −A is the generator of a C0-semigroup with certain properties.256

Lemma 2.2. The operator −A from Proposition 2.1 generates an analytic contraction257

semigroup on H.258

Proof. By Proposition 2.1 and the Lumer-Phillips theorem (see e.g. [5,259

Thms. 3.18 & 6.1]) we �nd that −A generates a contraction semigroup on H. Fur-260

ther invoking [6, Thm. 4.3] we �nd that this semigroup is also analytic.261

In the following we explicitly derive the eigenvalues and eigenfunctions of A. To this262

end, we �rst observe that the matrix Γ is symmetric and positive de�nite, hence there exists263

an orthonormal basis {v1, . . . , vn} of Rn of eigenvectors of Γ with Γvk = λ̃kvk with λ̃k > 0,264

k = 1, . . . , n. We de�ne λk := λ̃k/c and uk :=
√
λk/2vk for k = 1, . . . , n. Since we have, for265

all x ∈ Rn, that 1
cΓx =

∑n
k=1 λkv

>
k xvk, we record for later use that266

(2.2)
1

c
Γx = 2

n∑
k=1

u>k xuk.267

Furthermore, recall the Hermite polynomials de�ned by268

Hn(x) = (−1)nex
2

(
dn

dxn
e−x

2

)
, x ∈ R, n ∈ N0.269

It is well known that these polynomials have, for all x ∈ R and all m,n ∈ N0, the properties270

(i) Hn+1(x) = 2xHn(x)−H ′n(x),271

(ii) H ′n(x) = 2nHn−1(x), where H−1(x) := 0,272

(iii)
∫∞
−∞ e−x

2

Hn(x)Hm(x) dx =
√
π2nn! δn,m, where δn,m denotes the Kronecker delta.273

Now let α ∈ (N0)n be a multi-index. Then we de�ne274

(2.3) Hα : Rn → R, x 7→
n∏
k=1

Hαk
(u>k x), λα :=

n∑
k=1

αkλk,275

which turn out to be the eigenfunctions and eigenvalues of A.276

Proposition 2.3. Consider the operator A from Proposition 2.1 and the eigenvec-277

tors uk and eigenvalues λk of c−1Γ. Then the spectrum of A is given by278

σ(A) = {λα |α ∈ (N0)n }279

and the set {Hα |α ∈ (N0)n } constitutes a complete orthogonal system in H consisting of280

eigenfunctions of A with AHα = λαHα for all α ∈ (N0)n. Furthermore, we have281
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(i) ∇
(
e−φ(x)Hα(x)

)
= −e−φ(x)

∑n
k=1

(∏
j 6=kHαj (u>j x)

)
Hαk+1(u>k x)uk for all x ∈ Rn282

and α ∈ (N0)n,283

(ii) limr→∞
∫
Sr
e−φ(x)Hα(x)w(x) · ~ndS = 0 for all w ∈ V n and α ∈ (N0)n, where284

Sr = {x ∈ Rn |φ(x) = r} and ~n is the outward unit normal vector to its boundary.285

Proof. Step 1 : We �rst show (ii), since it is needed for the other assertions. Fix α ∈286

(N0)n, j, k ∈ {1, . . . , n} and (x1, . . . , xk−1, xk+1, . . . , xn) ∈ Rn−1. De�ne the function287

fj,k : R→ Rn, xk 7→ e−3φ(x)/4Hα(x)wj(x).288

Since Hα is a polynomial we have that
(
xk 7→ e−φ(x)/4Hα(x)

)
∈ L∞(R). Furthermore,289

wj ∈ V yields that e−φ/2wj ∈ L2(Rn) and e−φ/2
∂wj

∂xk
∈ L2(Rn). Hence, by Fubini's theorem290

we have that
(
xk 7→ e−φ(x)wj(x)2

)
,
(
xk 7→ e−φ(x)

(
∂wj

∂xk

)
(x)2

)
∈ L1(R). Therefore,291 [

xk 7→ fj,k(xk) = e−3φ(x)/4Hα(x)wj(x) =
(
e−φ(x)/4Hα(x)

)(
e−φ(x)/2wj(x)

)]
∈ L2(R)292

and
[
xk 7→ e−3φ(x)/4Hα(x)

(
∂wj

∂xk

)
(x) =

(
e−φ(x)/4Hα(x)

)(
e−φ(x)/2

(
∂wj

∂xk

)
(x)
)]
∈ L2(R).293

294

Moreover, we compute295

∂

∂xk

(
e−3φ(x)/4Hα(x)

)
= − 3

4c
e>k Γxe−3φ(x)/4Hα(x) + e−3φ(x)/4 ∂Hα

∂xk
(x) = e−3φ(x)/4pα,k(x),296

where pα,k is some polynomial, whose degree depends on α and k. In any case, we have that297 (
xk 7→ e−φ(x)/4pα,k(x)

)
∈ L∞(R), thus298

∂fj,k
∂xk

(xk) =
(
e−φ(x)/4pα,k(x)

)(
e−φ(x)/2wj(x)

)
+ e−3φ(x)/4Hα(x)

(
∂wj

∂xk

)
(x) ∈ L2(R).299

Since fj,k, f
′
j,k ∈ L2(R), it follows from Barb lat's Lemma (see e.g. [21, Thm. 5]) that300

limxk→±∞ fj,k(xk) = 0. Since this is true for all j, k ∈ {1, . . . , n} it is easily seen that301

e−3φ/4Hαw ∈ L∞(Rn)n follows. Now we may observe that302 ∫
Sr

e−φ(x)Hα(x)w(x) · ~ndS =

∫
Sr

e−r/4e−3φ(x)/4Hα(x)w(x) · ~ndS303

≤
n∑
k=1

Mk

∫
Sr

e−r/4ek · ~ndS ≤ Ke−r/4rn−1,304

305

for some constants M1, . . . ,Mn,K > 0. This implies assertion (ii).306

Step 2 : We show that Hα ∈ D(A) and AHα = λαHα for all α ∈ (N0)n. First note that307

Hα ∈ V since, using the properties of the Hermite polynomials,308

(2.4) ∇Hα(x) = 2

n∑
k=1

∏
j 6=k

Hαj
(u>j x)

αkHαk−1(u>k x)uk, x ∈ Rn.309

By de�nition of A the two assertions hold if, and only if, a(Hα, z) = λα〈Hα, z〉H for all310

z ∈ V . For α = (0, . . . , 0) this is clear since λα = 0 in this case, and Hα(x) = 1, thus311

a(Hα, z) = 0 for all z ∈ V . Now, �x α ∈ (N0)n and z ∈ V , and de�ne the multi-index α−i312

by313

α−ij :=

{
αj , j 6= i,

αi − 1, j = i,
j = 1, . . . , n.314
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Then we have ∇Hα(x)
(2.4)
= 2

∑n
k=1 αkHα−k(x)uk for all x ∈ Rn and315

a(Hα, z) =

∫
Rn

e−φ(x)
(
∇Hα(x)

)>(∇z(x)
)
dx = lim

r→∞

∫
Sr

e−φ(x)z(x)∇Hα(x) · ~ndS316

−
∫
Rn

z(x) div
(
e−φ(x)∇Hα(x)

)
dx = 2

n∑
k=1

αk lim
r→∞

∫
Sr

e−φ(x)Hα−k(x)
(
z(x)uk

)
· ~ndS317

−
∫
Rn

z(x) div
(
e−φ(x)∇Hα(x)

)
dx

Step 1
= −

∫
Rn

z(x) div
(
e−φ(x)∇Hα(x)

)
dx318

319

and we compute320

div
(
e−φ(x)∇Hα(x)

)
= e−φ(x)

(
−1

c
x>Γ∇Hα(x) + div (∇Hα(x))

)
321

(2.2)
= e−φ(x)

(
div (∇Hα(x))− 2

n∑
k=1

(u>k x)u>k∇Hα(x)

)
322

323

and324

div (∇Hα(x))
(2.4)
= 2

n∑
`=1

n∑
k=1

αk

∏
j 6=k

Hαj (u>j x)

H ′αk−1(u>k x)u2
k,`325

+Hαk−1(u>k x)uk,`
∑
m6=k

 ∏
j 6∈{k,m}

Hαj (u>j x)

H ′αm
(u>mx)um,`

326

= 2

n∑
k=1

αk

∏
j 6=k

Hαj (u>j x)

H ′αk−1(u>k x)‖uk‖2Rn327

+Hαk−1(u>k x)
∑
m 6=k

 ∏
j 6∈{k,m}

Hαj (u>j x)

H ′αm
(u>mx)u>k um

328

= 2

n∑
k=1

αk

∏
j 6=k

Hαj (u>j x)

H ′αk−1(u>k x)‖uk‖2Rn ,329

330

since u>k um = 0 for k 6= m. Therefore, we obtain, using the properties of the Hermite331

polynomials and that by de�nition of uk we have ‖uk‖2Rn = λk

2 ,332

div
(
e−φ(x)∇Hα(x)

)
333

= 2e−φ(x)
n∑
k=1

∏
j 6=k

Hαj (u>j x)

αk‖uk‖2Rn

(
H ′αk−1(u>k x)− 2(u>k x)Hαk−1(u>k x)

)
334

= −2e−φ(x)
n∑
k=1

∏
j 6=k

Hαj (u>j x)

αk‖uk‖2RnHαk
(u>k x)335

= −e−φ(x)Hα(x)

n∑
k=1

αkλk = −λαe−φ(x)Hα(x),336

337

and hence, �nally,338

a(Hα, z) = −
∫
Rn

z(x) div
(
e−φ(x)∇Hα(x)

)
dx = λα〈Hα, z〉H .339
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Step 3 : As shown in [46] the products of Hermite polynomials constitute a complete340

orthogonal system in L2(Rn;w) for w(x) = e−‖x‖
2
Rn . Since φ(x) =

∑n
k=1(u>k x)2 by (2.2)341

if follows (after de�ning new coordinates yk = u>k x) that {Hα |α ∈ (N0)n } constitutes a342

complete orthogonal system in H. This also implies that σ(A) = {λα |α ∈ (N0)n }.343

Step 4 : We show (i). Observe that344

∇
(
e−φ(x)Hα(x)

)
= e−φ(x)

(
−∇φ(x)Hα(x) +∇Hα(x)

)
= e−φ(x)

(
∇Hα(x)−Hα(x)c−1Γx

)
345

(2.2),(2.4)
= e−φ(x)

 n∑
k=1

∏
j 6=k

Hαj
(u>j x)

 2αkHαk−1(u>k x)uk −
n∏
j=1

Hαj
(u>j x)

(
n∑
k=1

2u>k xuk

)346

= e−φ(x)

 n∑
k=1

∏
j 6=k

Hαj
(u>j x)

(H ′αk
(u>k x)− 2u>k xHαk

(u>k x)
)
uk

347

= −e−φ(x)
n∑
k=1

∏
j 6=k

Hαj
(u>j x)

Hαk+1(u>k x)uk,348

349

where we have used the properties of the Hermite polynomials.350

Now we turn to transform the operator A so that it becomes a suitable Fokker-Planck351

operator. To this end, de�ne the spaces352

H :=
{
e−φf

∣∣ f ∈ H } = L2(Rn; eφ), V :=
{
e−φf

∣∣ f ∈ V }353354

and the bijection h : H → H, f 7→ e−φf , together with the inner products355

〈z1, z2〉H := 〈h−1(z1), h−1(z2)〉H = 〈eφz1, e
φz2〉H , z1, z2 ∈ H,356

〈z1, z2〉V := 〈h−1(z1), h−1(z2)〉V = 〈eφz1, e
φz2〉H +

〈
∇(eφz1),∇(eφz2)

〉
Hn , z1, z2 ∈ V.357358

Further de�ne the sesquilinear form359

(2.5) a : V×V→ R, (z1, z2) 7→ a
(
h−1(z1), h−1(z2)

)
= 〈∇(eφz1),∇(eφz2)〉Hn ,360

as well as D(A) := h(D(A)) and the operator361

A := h ◦A ◦ h−1 : D(A) ⊂ V→ H.362

Then we have that, for v ∈ D(A) and y ∈ H,363

y = Av ⇐⇒ h−1(y) = Ah−1(v) ⇐⇒ ∀ z ∈ V : a
(
h−1(v), z

)
= 〈h−1(y), z〉H364

w=h(z)⇐⇒ ∀w ∈ V : a
(
v, w

)
= 〈y, w〉H.365366

Furthermore, it is easy to see that A is symmetric and that D(A∗) = h(D(A∗)) = h(D(A)) =367

D(A), thus A is self-adjoint. From Proposition 2.3 we immediately obtain the following result368

on the eigenvalues and eigenfunctions of A.369

Proposition 2.4. The operator A is self-adjoint and positive and satis�es370

(i) σ(A) = σ(A) and z is an eigenfunction of A if, and only if, eφz is an eigenfunction371

of A,372

(ii) for zα := e−φHα the set { zα |α ∈ (N0)n } constitutes a complete orthogonal system373

of eigenfunctions in H with Azα = λαzα,374

(iii) limr→∞
∫
Sr
eφ(x)zα(x)w(x) · ~ndS = 0 for all w ∈ Vn and α ∈ (N0)n.375

Attention now turns to the operator −cA, which will serve as the Fokker-Planck opera-376

tor. In view of the right-hand side in (1.6), this is justi�ed by the following property.377
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Lemma 2.5. Let z ∈ V be such that ∇(eφz) ∈ V n. Then we have that378

Az = − div
(
e−φ∇

(
eφz
))

= − div (∇z + z∇φ) .379

Proof. Let (zα)α∈(N0)n be the eigenfunctions of A from Proposition 2.4. We calculate380

that for any α ∈ (N0)n381

〈Az, zα〉H = a
(
z, zα

)
=

∫
Rn

e−φ(x)∇
(
eφ(x)z(x)

)>
∇
(
eφ(x)zα(x)

)
dx382

= lim
r→∞

∫
Sr

e−φ(x)Hα(x)∇
(
eφ(x)z(x)

)
· ~ndS −

∫
Rn

eφ(x) div
(
e−φ(x)∇

(
eφ(x)z(x)

))
zα(x)dx383

=
〈
−div

(
e−φ(x)∇

(
eφ(x)z(x)

))
, zα

〉
H
,384

385

where the last equality follows from the assumption ∇(eφz) ∈ V n and Proposition 2.3 (ii).386

Since the above equality is true for all α ∈ (N0)n, we have proved the �rst equality in the387

statement. The second is a straightforward calculation.388

Recall that c∇φ(x) = Γx for all x ∈ Rn. Therefore, with the operator389

(2.6) B : H× Rn → H−1, (v, u) 7→ −div
(
v · g(u)

)
,390

for which it is clear thatB(·, u) ∈ B(H;H−1) for all u ∈ Rn, the Fokker-Planck equation (1.6)391

can be rewritten as392

(2.7)
ṗ(t, x) = −cAp(t, x) + B

(
p(t, ·), u(t)

)
(x), in (0,∞)× Rn,

p(0, x) = p0(x), in Rn,
393

with state space H. Note that the space H−1 is de�ned with respect to the Fokker-Planck394

operator −cA. System (2.7) �ts into the framework of bilinear control systems as considered395

for the Fokker-Planck equation e.g. in [16, 25]. Although it has been considered only on a396

bounded spatial domain in the aforementioned works, the results for general bilinear systems397

from [25] may still be used to infer the existence of a unique mild solution to the open-loop398

problem. This will be one ingredient in our analysis of the closed-loop system under funnel399

control, see Section 5.400

3. Mild solutions and their properties. In this section we introduce the notion of401

mild solutions of the Fokker-Planck equation (2.7), where we closely follow the framework for402

bilinear systems introduced in [25]. We show admissibility of the involved control operators403

and derive a set of properties that each solution exhibits, including a covariance matrix404

independent of the control input and properties (1.4).405

First, we introduce406

(3.1) B1 : Hn → H−1, v 7→ −div v, B2 = IH, F : H× Rn → Hn, (v, u) 7→ v · g(u),407

where we recall that g ∈ C1(Rn;Rn) is such that (1.5) is satis�ed and H−1 is de�ned w.r.t.408

−cA. Further let d ∈ L∞(0,∞;H) be a disturbance that has �zero mass� in the sense409

(3.2)

∫
Rn

d(t, x)dx = 0 for almost all t ≥ 0.410

We may observe that the above condition is equivalent to 〈d(t), e−φ〉H = 0, i.e., the dis-411

turbance is restricted to the orthogonal complement of the eigenfunction corresponding412

to the zero eigenvalue of A. Thus, it in�uences only the exponentially stable part of the413

Fokker-Planck operator. We introduce d as an additive and unknown disturbance in the414

Fokker-Planck equation (2.7), which may be restated as, omitting the argument x,415

(3.3) ṗ(t) = −cAp(t) + B1F
(
p(t), u(t)

)
+ B2d(t), p(0) = p0.416
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Since a model does typically not exactly describe a real-world process, the disturbance can,417

for instance, be understood as the uncertainty which distinguishes the ideal model (i.e., with418

d = 0) from the process at hand. Note that, in the presence of disturbances, it cannot be419

expected that the solution p(t) is a probability density function for t ≥ 0 in general, i.e.,420

conditions (1.4) will typically not hold.421

Before de�ning the mild solution we recall from Lemma 2.2 that −A generates an ana-422

lytic contraction semigroup onH. Therefore, also the Fokker-Planck operator −cA generates423

an analytic contraction semigroup on H denoted by (T (t))t≥0 in the following.424

Definition 3.1. Consider the system (3.3) with c > 0, Γ = Γ> > 0, g ∈ C1(Rn;Rn)425

with (1.5) and φ as de�ned in (1.7). Recall the spaces H and V from Section 2 and let p0 ∈ H,426

t1 > 0 and u ∈ C(R≥0;Rn), d ∈ L∞(0,∞;H). A function p ∈ C([0, t1];H) is called mild427

solution of (3.3) on [0, t1], if428

(3.4) p(t) = T (t)p0 +

∫ t

0

T−1(t− s)
(
B1F

(
p(s), u(s)

)
+ B2d(s)

)
ds429

for all t ∈ [0, t1]. A function p is called mild solution of (3.3) on R≥0, if p|[0,t1] is a solution430

of (3.3) on [0, t1] for all t1 > 0.431

We note that, while the function in (3.4) clearly satis�es p(t) ∈ H−1 for t ≥ 0, p ∈432

C([0, t1];H) is an additional condition. To achieve this property the concept of admissibility433

is used, see the Nomenclature. In the following we show that the control operator of the434

bilinear system (3.3) is admissible, where we follow the ideas given in [25, Sec. 3], tailored to435

the present framework. To this end, with respect to the Fokker-Planck operator −cA, which436

is self-adjoint and negative by Proposition 2.4, we introduce the space H 1
2
as the completion437

of D(A) with respect to the norm438

‖v‖2H 1
2

= 〈(I + cA)v, v〉H, v ∈ D(A).439

Furthermore, the space H− 1
2
is de�ned as the completion of H with respect to the norm440

‖v‖H− 1
2

= sup
‖w‖H 1

2

≤1

|〈v, w〉H|, v ∈ H.441

It is easy to see that, for all v ∈ H 1
2
,442

(3.5) ‖v‖2H 1
2

= ‖v‖2H + ca(v, v) = ‖v‖2H + c‖e−φ∇(eφv)‖2Hn ,443

and since ‖v‖2V = ‖v‖2H + a(v, v), we have H 1
2

= V with di�erent, but equivalent, norms.444

Lemma 3.2. We have that B1 ∈ B(Hn;H− 1
2
) and B1 is L2-admissible for (T (t))t≥0.445

Proof. Combining [43, Thms. 4.4.3 & 5.1.3] it follows that B1 is L2-admissible for446

(T (t))t≥0, if B1 ∈ B(Hn,H− 1
2
). To show the latter, let w ∈ Vn, α ∈ (N0)n and, invoking447

e−φ∇Hα ∈ Hn, H̃α := Hα/‖e−φHα‖H 1
2

, then448

|〈B1w, e
−φH̃α〉H| =

∣∣∣∣∫
Rn

H̃α(x) divw(x)dx

∣∣∣∣ =

∣∣∣∣∫
Rn

w(x)>∇H̃α(x)dx

∣∣∣∣449

≤ ‖w‖Hn‖e−φ∇H̃α‖Hn

(3.5)

≤ 1√
c
‖w‖Hn‖e−φH̃α‖H 1

2

=
1√
c
‖w‖Hn ,450

451

where we have used Proposition 2.3 (ii). Therefore, we �nd that452

‖B1w‖H− 1
2

= sup
‖v‖H 1

2

≤1

|〈B1w, v〉H| = sup
α∈(N0)n

|〈B1w, e
−φH̃α〉H| ≤

1√
c
‖w‖Hn ,453

454

and since Vn is dense in Hn it follows that B1 ∈ B(Hn,H− 1
2
).455
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Next we show that any mild solution of (3.3) satis�es the equation in the weak sense and456

exhibits a certain smoothness. First recall that H− 1
2
is the dual of H 1

2
with respect to the457

pivot space H, thus, invoking that A is self-adjoint and using an appropriate identi�cation458

via the Riesz representation theorem, we have459

〈w, v〉H− 1
2
×H 1

2

= 〈w, v〉H, w ∈ H− 1
2
, v ∈ H 1

2
,460

i.e., the duality pairing is compatible with the inner product in H, cf. also [42, Sec. 3.6]461

and [43, Sec. 2.9].462

Lemma 3.3. Use the assumptions from De�nition 3.1 and let p be a mild solution463

of (3.3) on [0, t1]. Then p ∈ Lq(0, t1;V) ∩ W 1,q(0, t1;H− 1
2
) for all 1 ≤ q < 2 and for464

all v ∈ V and almost all t ∈ [0, t1] we have465

(3.6) 〈ṗ(t), v〉H = −c〈p(t),Av〉H + 〈B1F
(
p(t), u(t)

)
+ B2d(t), v〉H.466

If additionally p0 ∈ V, then p ∈ Lq(0, t1;V) ∩W 1,q(0, t1;H− 1
2
) for all 1 ≤ q <∞.467

Proof. Fix 1 < q < ∞. First we conclude from [42, Thm. 3.10.11] that the analytic468

semigroup (T (t))t≥0 generated by −cA on H extends to an analytic semigroup (T− 1
2
(t))t≥0469

on H− 1
2
with generator −cA− 1

2
. Since H− 1

2
is again a Hilbert space, the analytic semi-470

group (T− 1
2
(t))t≥0 has the maximal regularity property as shown in [19], cf. also [4]. This471

means that, in particular,472

(3.7) ∀ f ∈ Lq(0, t1;H− 1
2
) : x ∈W 1,q(0, t1;H− 1

2
) ∧ A− 1

2
x ∈ Lq(0, t1;H− 1

2
),473

where x denotes the mild solution of the Cauchy problem474

(3.8) ẋ(t) = −cA− 1
2
x(t) + f(t), x(0) = 0475

in H− 1
2
, that is x(t) =

∫ t
0
T− 1

2
(t− s)f(s)ds for t ∈ [0, t1]. Recall (3.1) and de�ne476

f(t) := B1F
(
p(t), u(t)

)
+ B2d(t), t ∈ [0, t1],477

then it follows from p ∈ C([0, t1];H), u ∈ C([0, t1];Rn) and B1 ∈ B(Hn;H− 1
2
) by Lemma 3.2478

that f ∈ Lq(0, t1;H− 1
2
), where we have used that ‖d(t)‖H− 1

2

≤ ‖d(t)‖H by (3.5). Therefore,479

property (3.7) implies that480

p̃(·) :=

∫ ·
0

T− 1
2
(· − s)f(s)ds satis�es p̃ ∈W 1,q(0, t1;H− 1

2
) ∧ A− 1

2
p̃ ∈ Lq(0, t1;H− 1

2
).481

We calculate, for t ∈ [0, t1],482

‖p̃(t)‖2H 1
2

= 〈(I + cA)p̃(t), p̃(t)〉H = ‖p̃(t)‖2H + c

〈
A− 1

2
p̃(t),

p̃(t)

‖p̃(t)‖H 1
2

〉
H

‖p̃(t)‖H 1
2

483

≤ ‖p̃(t)‖2H + c‖A− 1
2
p̃(t)‖H− 1

2

‖p̃(t)‖H 1
2

≤ ‖p̃(t)‖2H +
c2

2
‖A− 1

2
p̃(t)‖2H− 1

2

+
1

2
‖p̃(t)‖2H 1

2

,484

485486

which gives487

‖p̃(t)‖H 1
2

≤
(

2‖p̃(t)‖2H + c2‖A− 1
2
p̃(t)‖2H− 1

2

)1/2

≤
√

2‖p̃(t)‖H + c‖A− 1
2
p̃(t)‖H− 1

2

.488

13

This manuscript is for review purposes only.



Since T−1(t − s)f(s) = T− 1
2
(t − s)f(s) we have that p(t) = T (t)p0 + p̃(t) for all t ∈ [0, t1]489

and, as p is a mild solution, p̃ ∈ C([0, t1];H), which also gives p̃ ∈ Lq(0, t1;H). Therefore,490

we have491

‖p̃‖qLq(0,t1;H 1
2

) ≤ 2
q−1
q

(
2

q
2 ‖p̃‖qLq(0,t1;H) + cq‖A− 1

2
p̃‖qLq(0,t1;H− 1

2
)

)
,492

by which p̃ ∈ Lq(0, t1;H 1
2
). Attention now turns to the term T (t)p0. As (T (t))t≥0 is analytic493

it follows from [42, Thm. 3.10.6] that494

∃M > 0 ∀ t > 0 : ‖cAT (t)p0‖H ≤
M

t
‖p0‖H.495

Therefore, we �nd that, using the inner product 〈v, w〉H 1
2

= 〈v, w〉H + ca(v, w) in H 1
2
,496

‖ d
dtT (t)p0‖H− 1

2

= sup
‖w‖H 1

2

≤1

∣∣〈cAT (t)p0, w〉H
∣∣ = sup

‖w‖H 1
2

≤1

∣∣∣∣〈T (t)p0, w〉H 1
2

− 〈T (t)p0, w〉H

∣∣∣∣497

(3.5)

≤ sup
‖w‖H 1

2

≤1

(
‖T (t)p0‖H 1

2

‖w‖H 1
2

+ ‖T (t)p0‖H‖w‖H 1
2

)
498

(3.5)

≤
√
‖T (t)p0‖2H + ‖cAT (t)p0‖H‖T (t)p0‖H + ‖T (t)p0‖H ≤

(
1 +

√
1 + M

t

)
‖p0‖H499

500

for t > 0, where we have used that (T (t))t≥0 is a contraction semigroup. Therefore501
d
dtT (·)p0 ∈ Lq(0, t1;H− 1

2
) for all 1 ≤ q < 2. Together with ‖T (t)p0‖H− 1

2

≤ ‖T (t)p0‖H ≤502

‖p0‖H for t ≥ 0 this implies that T (·)p0 ∈ W 1,q(0, t1;H− 1
2
) for 1 ≤ q < 2. Moreover, in503

the above inequality we have used that ‖T (t)p0‖H 1
2

≤
√

1 + M
t ‖p0‖H for t > 0, by which504

T (·)p0 ∈ Lq(0, t1;H 1
2
) for all 1 ≤ q < 2. Together with the �ndings on p̃ we thus obtain505

p ∈ Lq(0, t1;H 1
2
) ∩W 1,q(0, t1;H− 1

2
) for all 1 ≤ q < 2.506

If p0 ∈ V = H 1
2
, then it follows from [43, Prop. 4.2.5] (with X = H 1

2
and B = 0)507

that T (·)p0 ∈ C([0,∞);H 1
2
), by which T (·)p0 ∈ L∞(0, t1;H 1

2
). Since ‖ d

dtT (t)p0‖H− 1
2

≤508

‖T (t)p0‖H 1
2

+ ‖p0‖H it further follows T (·)p0 ∈ W 1,∞(0, t1;H− 1
2
) and together with the509

�ndings on p̃ this gives p ∈ Lq(0, t1;H 1
2
) ∩W 1,q(0, t1;H− 1

2
) for all 1 ≤ q <∞.510

Finally, since p ∈W 1,1(0, t1;H− 1
2
) we �nd that it satis�es (3.3) pointwise almost every-511

where in H− 1
2
, which gives (3.6).512

Remark 3.4. Note that it is possible to extend the regularity results from Lemma 3.3513

to obtain statements in terms of the spaces of Hölder continuous functions using the theory514

from [33]. Then, mutatis mutandis, similar results as derived in [7, App. C] hold.515

We may now infer the following properties of a mild solution of (3.3) in the case d = 0.516

First we recall the eigenvectors vk of Γ and de�ne the orthogonal matrix517

(3.9)
V := [v1, . . . , vn] ∈ Rn×n, and

Λ := diag (λ1, . . . , λn), R := diag (
√
λ1/2, . . . ,

√
λn/2).

518

519

Proposition 3.5. Use the assumptions from De�nition 3.1, assume that d = 0 and520

let p be a mild solution of (3.3) on [0, t1]. Then the following statements are true:521

(i)
∫
Rn p(t, x)dx =

∫
Rn p0(x)dx for all t ∈ [0, t1].522

(ii) If p0(x) ≥ 0 for almost all x ∈ Rn, then p(t, x) ≥ 0 for all t ∈ [0, t1] and almost all523

x ∈ Rn.524
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(iii) Recall (3.9). If
∫
Rn p0(x)dx = 1, then for y : [0, t1] → Rn as in (1.8) there exists525

K ∈ Rn×n, which is independent of t1, such that, for all t ∈ [0, t1],526

Cov(t) =

∫
Rn

(
x− y(t)

)(
x− y(t)

)>
p(t, x)dx = 1

4V R
−1
(
e−cΛtKe−cΛt + 2I

)
R−1V >.527

528

If p is even a mild solution of (3.3) on R≥0, then limt→∞Cov(t) = cΓ−1.529

Proof. We show (i). By [43, Rem. 4.1.2] the mild solution p admits the representation530

〈p(t)− p0, v〉H =

∫ t

0

〈p(s),Av〉H + 〈B1F
(
p(s), u(s)

)
, v〉Hds, v ∈ V,531

where we have used that A is self-adjoint by Proposition 2.4. Let v = e−φ, then Av = 0 by532

Proposition 2.4 and533

〈B1F
(
p(s), u(s)

)
, v〉H = −

∫
Rn

div
(
p(s, x)g(u(s))

)
dx = − lim

r→∞

∫
Sr

p(s, x)g(u(s)) · ~ndS = 0534

535

by a combination of Proposition 2.3 (ii) and Lemma 3.3, where we have used that536

eφp(s)g(u(s)) ∈ V n for all s ∈ [0, t1]. This proves the claim.537

We show (ii). First we de�ne the positive and negative part of p in the usual way by538

p+(t, x) := max{p(t, x), 0}, p−(t, x) := max{−p(t, x), 0}539

for (t, x) ∈ [0, t1]× Rn. Since p is a mild solution and ‖p±(t)‖H ≤ ‖p(t)‖H for all t ∈ [0, t1],540

we have p± ∈ C([0, t1];H). De�ne H̃α := c−1
α Hα, where cα = ‖e−φHα‖H for α ∈ (N0)n.541

Then wα := e−φH̃α constitutes an orthonormal basis in H and hence we have that542

p−(t) =
∑

α∈(N0)n

βα(t)wα, βα(t) = 〈p−(t), wα〉H, t ∈ [0, t1].543

Fix k ∈ N, denote |α| = α1 + . . . + αn for α ∈ (N0)n, and de�ne p−k (t) :=
∑
|α|≤k βα(t)wα544

for t ∈ [0, t1]. Clearly d
dtp
−(t) = 1{p<0}ṗ(t) and ∂

∂xi
p−(t) = 1{p<0}

∂p
∂xi

(t) for almost all545

t ∈ [0, t1], cf. e.g. [18, Thm. 2.8]. Hence, we have, recalling (2.3),546

β̇α(t) = 〈ṗ(t),1{p<0}wα〉H
(3.6)
= −c〈p(t),A

(
1{p<0}wα

)
〉H + 〈B1F

(
p(t), u(t)

)
,1{p<0}wα〉H547

= −cλα〈p−(t), wα〉H −
∫
Rn

div
(
p−(t, x)g(u(t))

)
eφ(x)wα(x)dx548

(∗)
= −cλαβα(t) +

∫
Rn

p−(t, x)g(u(t))∇
(
eφ(x)wα(x)

)
dx549

= −cλαβα(t) + 〈p−(t)g(u(t)), e−φ∇(eφwα)〉Hn550551

for almost all t ∈ [0, t1] and all α ∈ (N0)n, where (∗) follows from Proposition 2.3 (ii) and552

Lemma 3.3 upon observing that ‖p−‖L1(0,t1;V) ≤ ‖p‖L1(0,t1;V) and hence p− ∈ L1(0, t1;V).553

Further observe that a
(
p−k (t), p−k (t)

)
= 〈p−k (t),Ap−k (t)〉H =

∑
|α|≤k λαβα(t)2 by de�nition554

of wα. Therefore, we obtain, invoking Parseval's identity,555

1
2

d
dt‖p

−
k (t)‖2H =

∑
|α|≤k

βα(t)β̇α(t) =
∑
|α|≤k

(
−cλαβα(t)2+〈p−(t)g(u(t)), e−φ∇(eφβα(t)wα)〉Hn

)
556

= −ca
(
p−k (t), p−k (t)

)
+ 〈p−(t)g(u(t)), e−φ∇(eφp−k (t))〉Hn557

≤ −ca
(
p−k (t), p−k (t)

)
+ ‖g(u)‖L∞(0,t1;Rn)‖p−(t)‖H‖e−φ∇(eφp−k (t))‖Hn558

≤ −ca
(
p−k (t), p−k (t)

)
+

1

2c
‖g(u)‖2L∞(0,t1;Rn)‖p

−(t)‖2H +
c

2
‖e−φ∇(eφp−k (t))‖2Hn ≤ D

2 ‖p
−(t)‖2H559

560
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for almost all t ∈ [0, t1], where D := 1
c‖g(u)‖2L∞(0,t1;Rn) and we have used that561

a
(
p−k (t), p−k (t)

)
= ‖e−φ∇(eφp−k (t)‖2Hn . Since562

‖p−k (t)‖2H =
∑
|α|≤k

βα(t)2 ≤
∑

α∈(N0)n

βα(t)2 = ‖p−(t)‖2H563

by Parseval's identity we �nd that εk(t) := ‖p−(t)‖2H − ‖p
−
k (t)‖2H ≥ 0 and satis�es564

lim
k→∞

sup
t∈[0,t1]

εk(t) = 0.565

Hence d
dt‖p

−
k (t)‖2H ≤ D‖p

−
k (t)‖2H +Dεk(t), which implies566

‖p−k (t)‖2H ≤ eDt‖p−k (0)‖2H +

∫ t

0

DeD(t−s)εk(s)ds ≤ eDt‖p−(0)‖2H + eDt sup
s∈[0,t1]

εk(s)567

for all t ∈ [0, t1] by Grönwall's lemma. Since568

p−(0, x) = max{−p(0, x), 0} = max{−p0(x), 0} = 0569

for almost all x ∈ Rn, it follows that limk→∞ ‖p−k (t)‖2H = 0 for all t ∈ [0, t1], thus p−(t) =570

0 ∈ H and the claim is shown.571

We show (iii). Recall the de�nition of u1, . . . , un from Section 2. Let k, l ∈ {1, . . . , n}572

with k 6= l and de�ne, for t ∈ [0, t1] and x ∈ Rn,573

z1
k(x) := e−φ(x)H1(u>k x), zk,l(x) := e−φ(x)H1(u>k x)H1(u>l x), z2

k(x) := e−φ(x)H2(u>k x),574

µ1
k(t) := 〈p(t), z1

k〉H, µk,l(t) := 〈p(t), zk,l〉H, µ2
k(t) := 〈p(t), z2

k〉H.575576

Note that Az1
k = λkz

1
k, Azk,l = (λk + λl)zk,l and Az2

k = 2λkz
2
k by Propostion 2.4. Then it577

follows from Lemma 3.3 that578

µ̇1
k(t) = −c〈p(t),Az1

k〉H+〈B1F
(
p(t), u(t)

)
, z1
k〉H = −cλk〈p(t), z1

k〉H−〈div
(
p(t)g(u(t))

)
, z1
k〉H579

Prop. 2.3 (ii)
= −cλkµ1

k(t) +

∫
Rn

p(t, x)g(u(t))>∇
(
eφ(x)z1

k(x)
)

dx
(2.4)
= −cλkµ1

k(t) + 2u>k g(u(t))580
581

for almost all t ∈ [0, t1] and k = 1, . . . , n, where we have used that
∫
Rn p(t, x)dx =582 ∫

Rn p0(x)dx = 1 by (i) and the assumption. Analogously, we derive that583

µ̇k,l(t) = −c(λk + λl)µk,l(t) + 2
(
µ1
k(t)ul + µ1

l (t)uk
)>
g(u(t)),584

µ̇2
k(t) = −2cλkµ

2
k(t) + 4µ1

k(t)u>k g(u(t)).585586

Now, recall (3.9) and let F ∈ Rn×n be such that I = [u1, . . . , un]F> = V RF>. Then, for587

all i, j = 1, . . . , n and x ∈ Rn, we have588

xixj = (x>ei)(x
>ej) =

(
n∑
k=1

Fi,kx
>uk

)(
n∑
l=1

Fj,lx
>ul

)
589

=

n∑
k=1

∑
l 6=k

Fi,kFj,l(x
>uk)(x>ul) +

n∑
k=1

Fi,kFj,k(x>uk)2
590

=
1

4
eφ(x)

 n∑
k=1

∑
l 6=k

Fi,kFj,lzk,l(x) +

n∑
k=1

Fi,kFj,k
(
z2
k(x) + 2

) ,591

592
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by which593 ∫
Rn

xixjp(t, x)dx =
1

4

n∑
k=1

∑
l 6=k

Fi,kFj,lµk,l(t) +
1

4

n∑
k=1

Fi,kFj,k
(
µ2
k(t) + 2

)
594

for all t ∈ [0, t1]. Furthermore, observe that595

yi(t) =

∫
Rn

xip(t, x)dx =
1

2

n∑
k=1

Fi,kµ
1
k(t), i = 1, . . . , n,596

and de�ne597

(
MA(t)

)
k,l

:=

{
µk,l(t), k 6= l,

0, k = l,
for k, l = 1, . . . , n, MB(t) := diag

(
µ2

1(t), . . . , µ2
n(t)

)
,598

µ1(t) :=
(
µ1

1(t), . . . , µ1
n(t)

)>
599600

for t ∈ [0, t1]. Then, the covariance matrix admits the representation601

Cov(t) =

∫
Rn

(
x− y(t)

)(
x− y(t)

)>
p(t, x)dx =

∫
Rn

xx>p(t, x)dx− y(t)y(t)>602

=
1

4
F
(
MA(t) +MB(t) + 2I − µ1(t)µ1(t)>

)
F>.603

604

We set P (t) := MA(t) +MB(t)−µ1(t)µ1(t)> and by using the equations derived above and605

accordingly rearranging the terms we may compute the derivative as606

Ṗ (t) = −c(ΛMA(t) +MA(t)Λ) + 2
(
µ1(t)g(u(t))>V R+ (V R)>g(u(t))µ1(t)>

)
607

− 2cΛMB(t)−
(
2(V R)>g(u(t))−cΛµ1(t)

)
µ1(t)>−µ1(t)

(
2(V R)>g(u(t))−cΛµ1(t)

)>
608

= −c(ΛP (t) + P (t)Λ),609610

by which611

P (t) = e−cΛtP (0)e−cΛt, t ∈ [0, t1],612

and hence, invoking F> = (V R)−1, the claim is shown.613

The last statement follows from e−cΛt → 0 for t→∞ and the observation that614

1
2V R

−2V > = V Λ−1V > = cΓ−1.615

Finally, we show boundedness of the mild solution on R≥0 for bounded inputs and616

disturbances satisfying condition (3.2).617

Lemma 3.6. Use the assumptions from De�nition 3.1, further assume that u ∈618

L∞(0,∞;Rn) and (3.2) holds, and let p be a mild solution of (3.3) on R≥0. Then619

p ∈ L∞(0,∞;H).620

Proof. Recall the orthonormal basis wα = c−1
α e−φHα of H and the constants cα =621

‖e−φHα‖H from the proof of Proposition 3.5. Then we have that622

p(t) =
∑

α∈(N0)n

βα(t)wα, βα(t) = 〈p(t), wα〉H, t ≥ 0.623

Furthermore, for α ∈ (N0)n and i = 1, . . . , n we de�ne the multi-index α−i by624

α−ij :=

{
αj , j 6= i,

αi − 1, j = i,
j = 1, . . . , n,625
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which may have an entry which is −1. If α−ii = −1, then we de�ne βα−i(t) := 0. Further-626

more, by the properties of the Hermite polynomials, we have that627

(3.10) 2αic
2
α−i = c2α.628

Now, �x k ∈ N and de�ne629

pk(t) :=
∑
|α|≤k

βα(t)wα.630

Then, similar as in the proof of Proposition 3.5, we may compute that631

β̇α(t) = −cλαβα(t) + 〈p(t)g(u(t)), e−φ∇(eφwα)〉Hn + 〈d(t), wα〉H.632633

Furthermore, we �nd634

e−φ(x)∇
(
eφ(x)wα(x)

)
= c−1

α e−φ(x)∇Hα(x)635

(2.4)
= 2c−1

α e−φ(x)
n∑
j=1

∏
i 6=j

Hαi
(u>i x)

αjHαj−1(u>j x)uj = 2c−1
α

n∑
j=1

αje
−φ(x)Hα−j (x)uj636

(3.10)
= 2c−1

α

n∑
j=1

αj
cα√
2αj

wα−j (x)uj =

n∑
j=1

√
2αjwα−j (x)uj ,637

638

which gives that639

(3.11) β̇α(t) = −cλαβα(t) +

n∑
j=1

√
2αjg(u(t))>ujβα−j (t) + 〈d(t), wα〉H.640

By Parseval's identity we have that641

‖pk(t)‖2H =
∑
|α|≤k

βα(t)2 ≤
∑

α∈(N0)n

βα(t)2 = ‖p(t)‖2H, t ≥ 0,642

and hence, using the notation ‖g(u)‖∞ := ‖g(u)‖L∞(0,∞;Rn) and ‖d‖∞ := ‖d‖L∞(0,∞;H) as643

well as recalling that ‖uj‖Rn =
√
λj/2, we �nd that644

1
2

d
dt‖pk(t)‖2H =

∑
|α|≤k

−cλαβα(t)2 +

n∑
j=1

√
2αjg(u(t))>ujβα(t)βα−j (t)

+ 〈d(t), pk(t)〉H645

≤
∑
|α|≤k

n∑
j=1

(
−cλjαjβα(t)2 +

√
2αj‖g(u)‖∞‖uj‖Rnβα(t)βα−j (t)

)
+ ‖d‖∞‖pk(t)‖H646

≤
∑
|α|≤k

n∑
j=1

(
−cλjαjβα(t)2 + 1

2

√
λjαj‖g(u)‖∞

(
βα(t)2 + βα−j (t)2

))
+ ‖d‖∞‖pk(t)‖H647

=
∑
|α|≤k

n∑
j=1

(
−cλjαj + 1

2‖g(u)‖∞
(√

λjαj +
√
λj(αj + 1)

))
βα(t)2

648

−
n∑
j=1

∑
|α|≤k, αj=k

1
2‖g(u)‖∞

√
λj(k + 1)βα(t)2 + ‖d‖∞‖pk(t)‖H649

≤
∑
|α|≤k

n∑
j=1

(
−cλjαj + ‖g(u)‖∞

(√
λjαj + 1

2

√
λj

))
βα(t)2 + ‖d‖∞‖pk(t)‖H.650

651
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De�ne652

η : (N0)n → R, α 7→
n∑
j=1

(
−cλjαj + ‖g(u)‖∞

(√
λjαj + 1

2

√
λj

))
,653

then it is clear that there exists k0 ∈ N such that η(α) < 0 for all α ∈ (N0)n with |α| > k0.654

W.l.o.g. we may choose k0 large enough so that655

∂η

∂αj
(α) = −cλj +

‖g(u)‖∞λj
2
√
λjαj

< 0656

for all α ∈ (N0)n with αj > k0 and all j = 1, . . . , n. Then we have that657

η0 := sup { η(α) |α ∈ (N0)n, |α| > k0 }658

≤ max { η(α) |α ∈ (N0)n, |α| > k0, ∀ j = 1, . . . , n : αj ≤ k0 + 1} < 0.659660

With κ1(t) :=
∑
|α|≤k0 η(α)βα(t)2 we obtain, for all k > k0,661

1
2

d
dt‖pk(t)‖2H ≤ κ1(t) +

∑
k0<|α|≤k

η(α)βα(t)2 + ‖d‖∞‖pk(t)‖H662

≤ η0

∑
|α|≤k

βα(t)2 −
∑
|α|≤k0

βα(t)2

+ κ1(t) +
‖d‖2∞
2|η0|

+
|η0|
2
‖pk(t)‖2H663

≤ η0

2
‖pk(t)‖2H + κ1(t) + κ2(t) +

‖d‖2∞
2|η0|

664
665

for all t ≥ 0, where κ2(t) := −η0

∑
|α|≤k0 βα(t)2. To conclude the proof we show that βα(·)666

is bounded for all α ∈ (N0)n. To this end, observe that for α = 0 = (0, . . . , 0) we have667

β̇0(t) = −c λ0︸︷︷︸
=0

β0(t) + 〈p(t)g(u(t)), e−φ∇(eφw0)︸ ︷︷ ︸
=∇H0=0

〉H + 〈d(t), w0〉H︸ ︷︷ ︸
(3.2)
= 0

= 0,668

thus β0(t) = 〈p0, w0〉H for all t ≥ 0. Then a simple induction based on (3.11) and invoking669

boundedness of d shows that βα ∈ L∞(0,∞;R) for all α ∈ (N0)n. Therefore, boundedness670

of κ1 and κ2 follows, which yields that671

d
dt‖pk(t)‖2H ≤ η0‖pk(t)‖2H +M, M := 2‖κ1 + κ2‖L∞(0,∞;R) +

‖d‖2∞
|η0|

672

for all t ≥ 0. Then Grönwall's lemma implies that, for all k > k0,673

∀ t ≥ 0 : ‖pk(t)‖2H ≤ ‖pk(0)‖2Heη0t +
M

|η0|
≤ ‖p0‖2H +

M

|η0|
=: M̃,674

675

by which ‖p(t)‖2H = limk→∞ ‖pk(t)‖2H ≤ M̃ for all t ≥ 0.676

4. A simple feedforward controller. In this section we present a very simple, yet677

e�ective feedforward control strategy. We stress that the presented control law does not678

achieve the control objective � it is not robust and does not guarantee error evolution679

within the prescribed performance funnel. Nevertheless, we will show that it guarantees fast680

(exponential) convergence of the tracking error to zero, provided the system parameters are681

known, the nonlinearity g is the identity, no disturbances are present and the derivative of682

the reference signal is available to the controller. For Γ = Γ> > 0 as in (1.6) and reference683

signal yref ∈W 1,∞(R≥0;Rn) the controller is given by684

(4.1) u(t) = ẏref(t) + Γyref(t).685

Note that (4.1) is not a feedback controller, it is completely determined by yref . We show686

that (3.3) with (4.1) admits a solution.687
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Proposition 4.1. Use the assumptions from De�nition 3.1 such that g = idRn and688

d = 0, and let yref ∈ W 1,∞(R≥0;Rn). Then there exists a unique mild solution p of (3.3)689

with (4.1) on R≥0 such that690

(i) p ∈ Lqloc(0,∞;V) ∩W 1,q
loc (0,∞;H− 1

2
) ∩ L∞(0,∞;H) for all 1 ≤ q < 2 and691

(ii) for the output y de�ned in (1.8) and P0 :=
∫
Rn p0(x)dx we have that692

∀ t ≥ 0 : y(t) = P0yref(t) + e−Γt
(
y(0)− P0yref(0)

)
.693

Furthermore, p exhibits the properties derived in Lemma 3.3 and Proposition 3.5.694

Proof. We show existence and uniqueness of a mild solution. Let t1 > 0 be arbitrary695

and de�ne ũ := 1[0,t1]u for u as in (4.1). Then, since yref ∈ W 1,∞(R≥0;Rn), we have696

ũ ∈ L2(0,∞;Rn). Furthermore, B1 is L2-admissible by Lemma 3.2, g = idRn and hence [25,697

Lem. 2.8] together with Lemma 3.6 (applied, mutatis mutandis, to the interval [0, t1] instead698

of R≥0) yields the existence of a unique mild solution p̃t1 of (3.3) with input ũ on [0, t1].699

De�ne p : R≥0 → H by p|[0,t1] := p̃t1 for any t1 > 0, which is well-de�ned by uniqueness700

of p̃t1 . Then p is the unique mild solution of (3.3) with (4.1) on R≥0.701

Statement (i) follows from Lemmas 3.3 and 3.6 together with u ∈ L∞(0,∞;Rn) and702

d = 0. It remains to show (ii). Using the notation from the proof of Proposition 3.5 we �nd703

that y(t) = 1
2Fµ

1(t) and, invoking g = idRn ,704

ẏ(t) = − c
2
FΛµ1(t) + P0F (V R)>u(t) = −cFΛF−1y(t) + P0u(t), t ≥ 0,705

where we have used that F> = (V R)−1. Recalling cFΛF−1 = cV ΛV > = Γ, together706

with (4.1) we now obtain that d
dt

(
y(t) − P0yref(t)

)
= −Γ

(
y(t) − P0yref(t)

)
, from which the707

claim follows directly.708

We emphasize that the result of Proposition 4.1 is independent of the initial value p0 ∈709

H. Moreover, if p0 satis�es
∫
Rn p0(x)dx = 1, then the control (4.1) achieves exponential710

convergence of the tracking error e(t) = y(t) − yref(t) to zero for all initial probability711

densities. Furthermore, the mild solution p exhibits the properties derived in Proposition 3.5;712

thus its mean value and covariance matrix exponentially converge to yref and cΓ
−1, resp.713

Although the controller (4.1) requires knowledge of Γ and ẏref and the absence of dis-714

turbances, its simplicity may justify its application in real-world examples. On the other715

hand, in the presence of uncertainties and disturbances, a feedback control strategy is more716

suitable, for which we refer to Section 5.717

5. Funnel control. The controller that we propose in order to achieve the control718

objective formulated in Subsection 1.4 is the funnel controller. It has the advantage that it719

is model-free, i.e., we may state the control law without any further information about the720

equation (1.6). Therefore, it is inherently robust and hence able to handle both uncertainties721

in the system parameters as well as disturbances in the PDE itself. In particular, we do722

not need any knowledge of the parameters c > 0, Γ ∈ Rn×n and g ∈ C1(Rn;Rn), or of723

the initial probability density p0(·). Furthermore, we seek robustness of the controller w.r.t.724

disturbances d ∈ L∞(0,∞;H) that satisfy the zero-mass condition (3.2).725

The proof of feasibility of funnel control strongly relies on showing that the output (1.8)726

corresponding to any mild solution of (3.3) satis�es the equation727

(5.1) ẏ(t) = −Γy(t) + P0g(u(t)) + d̄(t), where P0 =

∫
Rn

p0(x)dx, d̄(t) =

∫
Rn

xd(t, x)dx.728

Then this equation (under the funnel control feedback law stated below) may be solved729

separately and the resulting control input u may be inserted in (3.3), which may be treated730

as an open-loop problem then for which [25] provides a solution. It can then be shown that731
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this solution has the desired properties and the corresponding output generated via (1.8)732

equals y from (5.1).733

Utilizing the version of the funnel controller from [8], we only require the relative degree734

in order to state the appropriate control law. For �nite dimensional systems we refer to [30]735

for a de�nition of the relative degree; this notion can be extended to systems with in�nite-736

dimensional internal dynamics, see e.g. [12]. However, for general in�nite-dimensional sys-737

tems a concept of relative degree is not available. Since the input appears explicitly in the738

equation (5.1) for ẏ, this suggests that (3.3), (1.8) at least exhibits an input-output behavior739

similar to that of a relative degree one system. This justi�es to investigate the application740

of the funnel controller741

(5.2) u(t) =
(
N ◦ α

)(
‖w(t)‖2Rn

)
w(t), w(t) = ϕ(t)

(
y(t)− yref(t)

)
742

to (3.3), (1.8), where the funnel control design parameters are743

(5.3)


ϕ ∈ Φ,

α ∈ C1([0, 1); [1,∞)) a bijection,

N ∈ C1(R≥0;R) a surjection;

744

see [8] for more details and explanations on the controller desgin. Typical choices for N745

and α are N(s) = s cos s and α(s) = 1/(1− s).746

For feasibility we seek to show that for any yref ∈W 1,∞(R≥0;Rn), a triple (ϕ, α,N) as747

in (5.3), a disturbance d ∈ L∞(0,∞;H) with (3.2) and any initial probability density p0 ∈ H748

such that ϕ(0)‖e(0)‖Rn < 1 we have that the closed-loop system consisting of (3.3), (1.8)749

and (5.2) has a unique global and bounded mild solution p which satis�es the conditions (1.4)750

and the tracking error e evolves uniformly within the performance funnel Fϕ from (1.9).751

Hence, even if a solution exists on a �nite time interval [0, t1), it is not clear that it can752

be extended to a global solution. Moreover, the closed-loop system (3.3), (1.8) and (5.2)753

is a time-varying and nonlinear PDE. This renders the solution of the above problem a754

challenging task.755

Under the assumptions from De�nition 3.1 and for yref ∈ W 1,∞(R≥0;Rn) and a triple756

(ϕ, α,N) as in (5.3), we call (p, u, y) a mild solution of (3.3), (1.8), (5.2) on [0, t1], if u, y ∈757

C([0, t1];Rn) such that (1.8), (5.2) hold for all t ∈ [0, t1] and p is a mild solution of (3.3) on758

[0, t1]. A triple (p, u, y) is called mild solution of (3.3), (1.8), (5.2) on R≥0, if (p, u, y)|[0,t1]759

is a mild solution of (3.3), (1.8), (5.2) on [0, t1] for all t1 > 0.760

In the following main result of the present paper we prove feasibility of funnel control761

for the Fokker-Planck equation corresponding to the multi-dimensional Ornstein-Uhlenbeck762

process.763

Theorem 5.1. Use the assumptions from De�nition 3.1 (except for that on u) and let764

yref ∈ W 1,∞(R≥0;Rn), (ϕ, α,N) be a triple of funnel control design parameters as in (5.3)765

and E0 :=
∫
Rn xp0(x)dx, and assume that d satis�es (3.2),766

P0 =

∫
Rn

p0(x)dx 6= 0 and ϕ(0)‖E0 − yref(0)‖Rn < 1.767

Then there exists a unique mild solution (p, u, y) of (3.3), (1.8), (5.2) on R≥0 which satis�es768

(i) p ∈ Lqloc(0,∞;V) ∩ W 1,q
loc (0,∞;H− 1

2
) ∩ L∞(0,∞;H) for all 1 ≤ q < 2, u ∈769

C(R≥0;Rn) ∩ L∞(R≥0;Rn), y ∈W 1,∞(R≥0;Rn) and770

(ii) ∃ ε ∈ (0, 1) ∀ t ≥ 0 : ϕ(t)‖e(t)‖Rn ≤ ε.771

Furthermore, p has the properties derived in Lemma 3.3 and, if d = 0, Proposition 3.5.772

Proof. Step 1 : Consider the equation (5.1) with initial condition y(0) = E0 and observe773

that P0 6= 0 by assumption, ‖d̄(t)‖Rn ≤ κ‖d(t)‖H ≤ κ‖d‖L∞(0,∞;H) for some κ > 0 and774
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almost all t ≥ 0 and ϕ(0)‖y(0)− yref(0)‖Rn < 1. Therefore, by property (1.5) of g, existence775

of a solution to (5.1) under the control (5.2) follows from [8, Thm. 1.8], that is there exists776

a function y ∈ C(R≥0;R) which is absolutely continuous on [0, t1] for all t1 > 0 and satis�es777

y(0) = E0 and (5.1) together with (5.2) for almost all t ≥ 0. Moreover, we have that778

u ∈ C(R≥0;Rn) ∩ L∞(R≥0;Rn) and y ∈W 1,∞(R≥0;Rn) as well as the estimate in (ii).779

Step 2 : We show uniqueness of the solution (u, y) of (5.1) under (5.2) on R≥0. Assume780

that (u1, y1) and (u2, y2) are two solutions of (5.1), (5.2) on R≥0 with the same initial values781

y1(0) = E0 = y2(0). Then yi is the solution of the initial value problem782

ẏi(t) = −Γyi(t) + P0g(ui(t)) + d̄(t), ui(t) =
(
N ◦ α

)(
‖wi(t)‖2Rn

)
wi(t),783

wi(t) = ϕ(t)
(
yi(t)− yref(t)

)
, yi(0) = E0.784785

Since the right hand side of the ordinary di�erential equation above is measurable in t786

and locally Lipschitz continuous in yi (since g, N and α are continuously di�erentiable),787

its solution is unique, see e.g. [45, § 10, Thm.XX]. Since y1(0) = y2(0) this implies that788

y1(t) = y2(t) and hence also u1(t) = u2(t) for all t ≥ 0.789

Step 3 : We show that there exists a unique mild solution (p, u, y) of (3.3), (1.8), (5.2) on790

R≥0, where u, y are de�ned in Step 1. The arguments are analogous to those in the proof of791

Proposition 4.1, additionally using d̃ := 1[0,t1]d ∈ L2(0,∞;H), observing that B2 is clearly792

L2-admissible and that F satis�es793

‖F (v, w)‖Hn = ‖v‖H‖g(w)‖Rn

(1.5)

≤ ḡ‖v‖H‖w‖Rn and794

‖F (v1, w)− F (v2, w)‖Hn = ‖v1 − v2‖H‖g(w)‖Rn

(1.5)

≤ ḡ‖v1 − v2‖H‖w‖Rn795796

for all v, v1, v2 ∈ H and w ∈ Rn. It remains to show that (1.8), (5.2) are satis�ed for all797

t ≥ 0. To this end, it su�ces to observe that, recalling the �ndings from the proof of798

Proposition 4.1, we obtain that the output given in (1.8) satis�es the equation (5.1) with799

d̄(t) =
1

2
F

〈d(t), e−φH1(u>1 x)〉H
...

〈d(t), e−φH1(u>n x)〉H

 = F (V R)>

〈d(t), e−φx1〉H
...

〈d(t), e−φxn〉H

 =

∫
Rn

xd(t, x)dx800

with F, V,R ∈ Rn×n as in the proof of Proposition 3.5. Finally, together with uniqueness of801

u, y from Step 2, we obtain a unique mild solution p.802

Step 4 : The remaining assertion on p in (i) follows from Lemmas 3.3 and 3.6.803

6. A numerical example. In this section, we illustrate the applicability of the funnel804

controller by means of a numerical example. We consider the one-dimensional case n =805

1 and simulate the evolution of a given initial probability density p0 under the Fokker-806

Planck equation (3.3) with the mean value as output (1.8) and under the in�uence of the807

controller (5.2). To show the universality of Theorem 5.1 we consider an initial density that808

is in H, but not in V, namely a uniform distribution on
[
− 1,− 1

2

]
∪
[

1
4 ,

3
4

]
given by809

p0 : R→ R, x 7→

{
1, −1 ≤ x ≤ − 1

2 ∨
1
4 ≤ x ≤

3
4 ,

0, otherwise
∈ H \V.810

The parameters in (1.6) are chosen as c = 0.1, Γ = 1 and g = idR, the reference signal is811

yref(t) = sin t and the funnel control design parameters are α(s) = 1/(1− s), N(s) = s cos s812

and ϕ(t) =
(
2e−2t + 0.1

)−1
, which satisfy (5.3). As disturbance we consider813

d : R≥0 × R→ R, (t, x) 7→ 3 cos(4t)xe−3x2

,814
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(a) Tracking error and funnel boundary
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(b) Input function

(c) Snapshots of the solution p(ti) for ti = 0.025·
i, i = 0, . . . , 60, from red to black.

(d) Snapshots of the solution p(ti) for ti = 1.5+
0.025 · i, i = 0, . . . , 60, from black to turquoise.

Fig. 6.1: Simulation of the controller (5.2) applied to (3.3) with (1.8) and disturbance d.

which clearly satis�es d ∈ L∞(0,∞;H) and condition (3.2). Since E0 =
∫∞
−∞ xp0(x)dx = − 1

8815

and yref(0) = 0, it follows that ϕ(0)|E0 − yref(0)| = 5
84 < 1. Therefore, feasibility of funnel816

control, i.e., the application of (5.2) to (3.3), (1.8), is guaranteed by Theorem 5.1.817

For the simulation the PDE is solved using a �nite di�erence method with a uniform818

time grid (in t) with 10.000 points for the interval [0, 10] and a uniform spatial grid (in x)819

with 2.000 points for the interval [−5, 5]. The simulation has been performed in MATLAB,820

where in each time step an ODE is solved by using the command pdepe with (arti�cial)821

Dirichlet boundary conditions. Relative and absolute tolerance are set to the default values822

10−3 and 10−6, resp. Fig. 6.1 (a) shows the error e(t) = y(t) − yref(t) between mean value823

and reference signal and the input values u(t) generated by the controller are depicted in824

Fig. 6.1 (b). Several snapshots of the solution p, are shown in Fig. 6.1 (c) and (d). It can825

be seen that, in the presence of disturbances, p(t) is not a probability density function for826

t > 0 in general, since it takes negative values. Nevertheless, the controller guarantees that827

the error stays within the prescribed funnel boundaries, while the control input shows an828

acceptable performance.829

A simulation of the same con�guration, but without disturbance can be seen in Fig. 6.2.830

Here, the simulations of the undisturbed equation show that p(t) is always a probability831
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(a) Tracking error and funnel boundary
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(b) Input function

(c) Snapshots of the solution p(ti) for ti = 0.025·
i, i = 0, . . . , 60, from red to black.

(d) Snapshots of the solution p(ti) for ti = 1.5+
0.025 · i, i = 0, . . . , 60, from black to turquoise.

Fig. 6.2: Simulation of the controller (5.2) applied to (3.3) with (1.8), but without distur-
bance, i.e., d = 0.

density and its variance exponentially converges to c
Γ = 0.2, as stated in Proposition 4.1.832
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