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String stability and guaranteed safety via funnel
cruise control for vehicle platoons

Thomas Berger and Bart Besselink

Abstract— We study decentralized control strategies for
platoons of autonomous vehicles with heterogeneous and
nonlinear dynamics. Based on ideas from funnel control,
we present a novel decentralized control algorithm which
is able to guarantee a safety distance between any two
vehicles, a good traffic flow and it achieves string stability
of the controlled platoon. We illustrate the performance of
the controller by simulations of two extreme scenarios.

Index Terms— vehicle platoons, autonomous driving,
guaranteed safety, string stability, decentralized control,
funnel control.

I. INTRODUCTION

TO optimize the traffic flow on highways [1] and to reduce
the fuel consumption by minimizing air drag [2], the ag-

gregation of autonomous vehicles in platoons seems favorable.
To guarantee the safety of individual vehicles despite the small
distances in a platoon, an automated control is necessary, for
which this property can be proved in a rigorous way.

Research on vehicle platooning has a long history, see [3],
[4] for early works, and has received considerable attention
in the literature, see [5], [6], [7], [8], [9], [10] for a selection
of key contributions and [11], [12] for recent surveys. Due to
the limited capacities of communication between the vehicles
in a platoon, most classical studies focussed on decentralized
control techniques, see e.g. [4], [13], where each vehicle only
has the local information of the distance to the preceding ve-
hicle and its own velocity. Sometimes, additional information
such as the velocity of the leader vehicle is required, see [14],
[15], but it is difficult to communicate this global information
to each member of the platoon. Furthermore, decentralized
controllers are cost efficient since no expensive hardware for
communication must be installed; they are reliable, since a
failure of the hardware in a single vehicle does not threaten the
whole platoon; they are flexible, since vehicles in the platoon
can easily change their positions and additional vehicles can
be integrated; etc. Different from decentralized control, dis-
tributed control is especially popular in the model predictive
control literature [16], [17], however a certain exchange of
information is required there. In this work, we focus on the
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development of a decentralized control strategy, i.e. we assume
that there is no communication between neighboring vehicles
(and controllers).

A crucial property for controlled platoons is string sta-
bility, which essentially expresses that disturbances are not
amplified when propagated through the platoon. In particular,
a deceleration of the leader vehicle should not lead to a
so called ghost traffic jam: Each follower decelerates a bit
more than it’s preceding vehicle so that eventually the platoon
comes to a standstill. In [18] string stability is introduced as
Lyapunov stability of the origin, when we interpret the platoon
as an interconnected system. In the case of linear vehicle
dynamics, string stability can be characterized in terms of
the transfer functions of each member of the platoon [14],
[15]. However, it was shown in [15] that with linear con-
trollers, using only local information and a constant spacing
policy, it is impossible to achieve string stability, see [19]
for related results. Therefore, some approaches focussed on
additionally allowing for communication between the vehicles,
leading to the concept of cooperative adaptive cruise control
(CACC) [20], [21]. A drawback is that the advantages of
a decentralized control (cost efficiency, reliability, flexibility,
etc.) are lost then. Therefore, in the present paper we focus
on the alternative of a nonlinear controller and in doing so we
also allow for nonlinear vehicle dynamics.

In the case of nonlinear models, alternatives to the frequency
domain approach are requisite. An appropriate concept, which
also incorporates the influence of external disturbances, is
disturbance string stability introduced in [22], [23]. Essentially,
this is a uniform (with respect to the vehicle index) input-
to-state stability, cf. [24]. In the literature, a couple of other
modifications of string stability are available, see [25] for an
overview. In the present paper, we introduce a practical version
of disturbance string stability for the velocities of the vehicles,
which measures the effect of variations of the leader velocity
on the velocities of the other vehicles in the platoon.

In order to satisfy the requirements on the safety of the
vehicles in the platoon, we develop a novel control design
which uses ideas from funnel control. The concept of funnel
control was developed in the seminal work [26] (see also
the recent survey in [27]) and proved advantageous in a
variety of applications such as control of industrial servo-
systems [28], underactuated multibody systems [29], [30],
electrical circuits [31], [32], peak inspiratory pressure [33] and
a moving water tank [34]. Funnel control for the case of two
vehicles following each other has been considered in [35],
[36] and the funnel cruise controller has been introduced to
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guarantee a safe following; a related work can be found in [37].
A drawback of these approaches is that, when implemented in
each vehicle of a platoon, they do not achieve string stability.
A control strategy guaranteeing both a prescribed performance
and string stability is developed in [38], however a lumped
tracking error (a linear combination of position and velocity
differences) is considered, from the prescribed performance of
which safety of each vehicle cannot be inferred. Furthermore,
string stability is only shown for this lumped tracking error and
each vehicle requires knowledge of the position and velocity
of the leader vehicle, thus necessitating reliable inter-vehicle
communication.

In the present work, we present a new control design,
which is different from the funnel cruise controller (and
related approaches) and achieves the objectives: guaranteed
safety distance between any two vehicles, good traffic flow,
string stability of the controlled platoon, and decentralized
implementation based on local information.

A. Nomenclature
In the following let N denote the natural numbers, N0 =

N∪{0}, and R≥0 = [0,∞). By ∥x∥ we denote the Euclidean
norm of x ∈ Rn. For some interval I ⊆ R, some V ⊆ Rm
and k ∈ N, L∞(I,Rn) is the Lebesgue space of measurable,
essentially bounded functions f : I → Rn, W k,∞(I,Rn) is
the Sobolev space of all functions f : I → Rn with k-th order
weak derivative f (k) and f, f (1), . . . , f (k) ∈ L∞(I,Rn), and
Ck(V,Rn) is the set of k-times continuously differentiable
functions f : V → Rn, with C(V,Rn) := C0(V,Rn).

B. Vehicle dynamics
Consider a platoon of N heterogeneous vehicles1 with

nonlinear dynamics

ẋi(t) = vi(t),

miv̇i(t) = ui(t)− fi(t, xi(t), vi(t)) + di(t), i = 1, . . . , N,
(1)

where xi(t) ∈ R and vi(t) ∈ R denote the position and
velocity, respectively, of vehicle i at time t ≥ 0, see also
Fig. 1. Moreover, mi (in kg) is the mass of vehicle i, di ∈
L∞(R≥0,R) is a bounded disturbance (capturing modelling
errors, uncertainties and noises), and the nonlinear function fi
is the sum of the forces due to gravity Fi,g , the aerodynamic
drag Fi,a and the rolling friction Fi,r, that is

fi(t, x, v) = Fi,g(x) + Fi,a(t, x, v) + Fi,r(v),

with

Fi,g : R → R, x 7→ mi g sin θi(x),

Fi,a : R≥0 × R× R → R,
(t, x, v) 7→ 1

2ρi(t, x)Ci,dAi sgn(v)v
2,

Fi,r : R → R, v 7→ mi g Ci,r sgn(v).

Here, g = 9.81m/s2 is the acceleration of gravity, θi(x) ∈
[−π

2 ,
π
2 ] (in rad) and ρi(t, x) (in kg/m3) denote the slope

1In this work, the leader vehicle is not counted as a member of the platoon.
It assumes a special role, without any dynamics describing its behavior.

of the road and the (bounded) density of air at time t and
location x for vehicle i, resp., Ci,d denotes the (dimension-
less) shape-dependent aerodynamic drag coefficient, Ci,r the
(dimensionless) coefficient of rolling friction, and Ai (in m2)
the frontal area of vehicle i, respectively. The control input ui
of each vehicle is the force resulting from the contact of
the wheels with the road and generated by the engine of the
vehicle.

A discontinuous rolling friction causes problems in the the-
oretical treatment. Therefore, we approximate the sgn function
in Fi,r by the smooth error function

erf(z) =
2√
π

∫ z

0

e−t
2

dt , z ∈ R,

using that limα→∞ erf(αz) = sgn(z) for all z ∈ R. We will
thus use the following model for the rolling friction:

Fi,r : R → R, v 7→ mi g Ci,r erf(αv) (2)

for sufficiently large parameter α > 0. For other friction
models see [39], [40].

The initial conditions for (1) are

xi(0) = x0i ∈ R, vi(0) = v0i ∈ R, x0i < x0i−1, i = 1, . . . , N,
(3)

where x00 = x0(0) ∈ R is the initial position of the leader
vehicle which has a position trajectory x0 ∈ C2(R≥0,R) and
we set v0 := ẋ0.

C. Control objective

The control objective is to
(O1) guarantee a safety distance between any two vehicles,
(O2) ensure a good traffic flow (distances between vehicles

don’t get too large),
(O3) achieve string stability of the controlled platoon,
(O4) only use decentralized controllers based on local infor-

mation.
These objectives can be formalized in the following way.

Let a desired safety distance dmin > 0 and a desired maximal
distance dmax > 0 of the vehicles be given, then it should
hold that

∀ i = 1, . . . , N ∀ t ≥ 0 : dmin < xi−1(t)− xi(t) < dmax.

This ensures objectives (O1) and (O2) and is also illustrated
in Fig. 1. For string stability as in (O3) we view the velocity
profile v0 of the leader vehicle as the disturbance and require
that the velocity of any other vehicle is linearly bounded by v0,
uniformly in i = 1, . . . , N and independent of the platoon
length N . Additionally, we allow for an offset, which is also
uniform in i and N , thus calling this property practical velocity
string stability:

∃C1, C2 > 0 ∀N ∈ N ∀ i = 1, . . . , N ∀ v0 ∈ L∞(R≥0,R) :
∥vi∥∞ ≤ C1 + C2∥v0∥∞. (4)

Here vi denotes the solution of (1) under an appropriate
feedback ui and for relevant classes of initial conditions and
external disturbances, all of which will be defined below.
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· · ·
dmin

dmax

vN (t) v1(t) v0(t)

xN (t)

x1(t)

x0(t)

Fig. 1: Framework for the control of a vehicle platoon

One may wonder why only a linear estimate for vi in terms
of v0 is required here, while the dynamics (1) are nonlinear.
The reason is that the nonlinear part due to Fi,a always has a
decelerating effect and hence influences the estimates only in
a “good” way, so that a linear estimate is possible in the end.

To achieve (O4), in Section II we will present a decen-
tralized control design, which for vehicle i only requires the
instantaneous measurements of the distances xi−1(t)− xi(t),
the velocity vi(t) and the relative velocity vi−1(t) − vi(t).
Although the latter quantity is not as directly available as the
other two, it is local information and can be measured by
vehicle i e.g. using a radar speed gun or modern LIDAR
devices for instance. Apart from these measurements, the
controller will require no exact knowledge of any of the system
parameters or initial values.

D. Organization of the present paper
The paper is structured as follows. In Section II we present

the decentralized controller, which aims at achieving the con-
trol objectives (O1)–(O4) introduced above. The control design
exploits ideas from funnel control. Feasibility of the control
is proved in the main result in Section III: it is shown that
safety and a good traffic flow are guaranteed (objectives (O1)
and (O2)) and practical velocity string stability is achieved (ob-
jective (O3)) by the decentralized controller (objective (O4)).
The results are illustrated by two different simulation scenarios
for inhomogeneous platoons in Section IV. The paper is
concluded by Section V.

II. DECENTRALIZED CONTROL DESIGN

In this section, we will introduce a controller aimed at
achieving the control objectives (O1)–(O4). As a first step,
let

ξi(t) = xi(t)− xi−1(t) + dmin, (5)

denote the difference between the inter-vehicle distance and
the safety distance, and introduce

wi(t) = vi(t)− vi−1(t)−
1

ξi(t)
− 1

M + ξi(t)
. (6)

Recall that (O1) and (O2) require vehicle i to satisfy dmin <
xi−1(t)−xi(t) < dmax, which is equivalent to −M < ξi(t) <
0, with

M := dmax − dmin. (7)

Note that the definition of wi(t) is such that wi(t) → ∞
whenever ξi(t) ↗ 0 and wi(t) → −∞ whenever ξi(t) ↘
−M . As wi(t) characterizes safety, we would like to ensure
its boundedness by forcing it to evolve in a performance funnel

Fψ = { (t, w) ∈ R≥0 × R | |w| < ψ(t)} ,

defined by a function ψ belonging to the set of admissible
funnel boundaries

Ψ =

{
ψ ∈W 1,∞(R≥0,R)

∣∣∣∣ ψ(t) > 0 for all t ≥ 0,
lim inft→∞ ψ(t) > 0

}
,

see also Fig. 2. Evolution in the performance funnel, that is
(t, wi(t)) ∈ Fψ for all t ≥ 0, thus guarantees objective (O1)
and (O2). The practical velocity string stability property (4)
will be inferred from the combination of the funnel control law
with a constant headway-like spacing policy (i.e., including a
dependence on the velocities vi and vi−1) as

ui(t) = −k1(vi(t)− vi−1(t))− k2ei(t)− ki,3(t)wi(t),

where k1, k2 are positive gain parameters, ki,3(t) = 1/
(
ψ(t)−

|wi(t)|
)

is the funnel gain and ei(t) = ξi(t) + λvi(t) with
λ > 0 is an error variable related to the constant headway
policy. The latter is known for its inherent attenuation of
disturbances [22] and will hence ensure attainment of objec-
tive (O3). More precisely, if ei(·) is constant, then ėi(t) = 0
for t ≥ 0, which gives

v̇i(t) = − 1

λ
vi(t) +

1

λ
vi−1(t)

and describes how disturbances of the leader velocity are atten-
uated through the platoon. The overall decentralized design of
the controller (and, thus, attainment of objective (O4)) is sum-
marized in the following controller for vehicle platoons (1):

ξi(t) = xi(t)− xi−1(t) + dmin,

ei(t) = ξi(t) + λvi(t),

wi(t) = vi(t)− vi−1(t)−
1

ξi(t)
− 1

M + ξi(t)
,

ki,3(t) =
1

ψ(t)− |wi(t)|
,

ui(t) = −k1(vi(t)− vi−1(t))− k2ei(t)− ki,3(t)wi(t),

(9)



4 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2025

with the controller design parameters

dmax > dmin > 0, M := dmax − dmin,

λ, k1, k2 > 0, ψ ∈ Ψ.
(10)

Note that, for given funnel boundary ψ, the controller (9)
only depends on the inter-vehicle distance xi − xi−1 and
the velocities vi and vi−1 of the controlled vehicle and its
predecessor, respectively. For later use we introduce the brief
presentation of the feedback as

ui(t) = K
(
t, xi(t)− xi−1(t), vi(t), vi−1(t)

)
, (11)

where the function K is formally defined as in (8).

t

•

µ

(0, w(0)) ψ(t)

Fig. 2: Error evolution in a funnel Fψ with boundary ψ(t).

By the properties of Ψ there exists µ > 0 such that ψ(t) ≥ µ
for all t ≥ 0. It is important to note that the function ψ ∈ Ψ is
a design parameter in the control law (9) and its choice is up
to the designer. Although ψ does not need to be monotonically
decreasing in general, it is usually convenient to choose it of
the form

ψ(t) = αe−βt + γ, α ≥ 0, β, γ > 0.

Other typical choices for funnel boundaries are outlined in [41,
Sec. 3.2].

One may observe that the control law (9) introduces several
potential singularities in the closed-loop differential equation,
for instance at ξi(t) = 0, ξi(t) = −M and |wi(t)| = ψ(t). It
will be shown in the main result in the following section that
any solution satisfies −M < ξi(t) < 0 or, what is the same,
dmin < xi−1(t) − xi(t) < dmax and additionally |wi(t)| <
ψ(t). Therefore, the reciprocal terms in (9) guarantee the
control objectives (O1) and (O2) and thus ensure a safe
operation of the vehicle platoon.

III. MAIN RESULT

Before stating the main result we introduce some assump-
tions, necessary for the proof of feasibility of (9).

Assumption 3.1: The functions θi and ρi are continuous for
all i = 1, . . . , N . Furthermore, there exist d̄ > 0, ρ̄ > 0 and
m̄ > 0 such that for all N ∈ N, for all i = 1, . . . , N , for all
t ≥ 0 and for all x ∈ R we have that

|Fi,g(x) + Fi,r(x) + di(t)| ≤ d̄,

mi ≤ m̄,

0 ≤ 1
2ρi(t, x)Ci,dAi ≤ ρ̄.

Assumption 3.2: The leader position trajectory x0 ∈
C2(R≥0,R) is such that v0 := ẋ0 and v̇0 are bounded.
Furthermore, there exists δ > 0 (depending on x0(0) and
v0(0)) such that for all N ∈ N and for all i = 1, . . . , N
we have that −M + δ ≤ ξi(0) ≤ −δ and |wi(0)| ≤ ψ(0)− δ.
The initial velocities are bounded by |vi(0)| ≤ M/λ for all
i = 1, . . . , N and all N ∈ N.

While the above assumptions are standard and can always
be satisfied in any platoon, the following assumption is of a
more technical nature and required for the proof. It essentially
states that, when the platoon length would become infinitely
long, then the masses of the vehicles must be monotonically
decreasing to zero from a certain point on.

Assumption 3.3: There exist p, q ∈ (0, 1) with (1+p)q < 1
and N0 ∈ N such that for all N ≥ N0 and all i = N0, . . . , N
we have that |mi −mi−1| ≤ pmi and mi ≤ q mi−1.

Since in practice all platoons have finite length, the above
assumption is always satisfied with N0 being the number
of existing vehicles on earth. As mentioned above, it is
simply required for technical reasons. Furthermore, from a
mathematical point of view, it provides some insight into the
required structure of platoons with arbitrary length. Note that
it is a consequence of Assumption 3.3 that q < p.

Still, one might argue that Assumption 3.3 is unreasonable
from a practical point of view. It is expected that the assump-
tion can be avoided when all vehicles in the platoon have
access to some common information (such as lead vehicle
position and velocity) as in, e.g., [22], but a detailed study of
this topic is left for future work.

The feasibility proof of the controller (9) for (1) requires
the notion of a solution. For a platoon length N , (x, v) =
(x1, . . . , xN , v1, . . . , vN ) : [0, ω) → R2N , ω ∈ (0,∞], is
called a solution of (1), (9), if the initial conditions (3) hold
and (x, v) is locally absolutely continuous and satisfies the
differential equation in (1) with u1, . . . , uN as in (9) for
almost all t ∈ [0, ω); (x, v) is called maximal, if it has no
right extension that is also a solution. Note that uniqueness of
solutions of (9) for (1) is not guaranteed in general.

K :

{
(t, x, v, v̂) ∈ R≥0 × R3

∣∣∣∣∣ −dmin > x > −dmax,∣∣∣v − v̂ − 1
x+dmin

− 1
x+dmax

∣∣∣ < ψ(t)

}
→ R,

(t, x, v, v̂) 7→ −k1(v − v̂)− k2(x+ dmin + λv)−
v − v̂ − 1

x+dmin
− 1

x+dmax

ψ(t)−
∣∣∣v − v̂ − 1

x+dmin
− 1

x+dmax

∣∣∣ .
(8)
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We are now in the position to state the main result of this
paper.

Theorem 3.4: Consider a platoon of N vehicles with dy-
namics (1) and initial conditions (3), where x0 ∈ C2(R≥0,R)
is the position of the leader vehicle and v0 := ẋ0. Furthermore,
let Assumptions 3.1–3.3 hold. Then there exists a sufficiently
large k2 > 0 (independent of N ) such that the controller (9)
with parameters (10) applied to (1) yields a closed-loop system
which has a solution, and every solution can be extended to
a maximal solution (x1, . . . , xN , v1, . . . , vN ) : [0, ω) → R2N ,
ω ∈ (0,∞], which has the properties:

(i) global existence: ω = ∞;
(ii) vi and ui are bounded for all i = 1, . . . , N , independent

of i and N ;
(iii) there exist ε1, ε2 > 0, independent of i and N , so that

for all i = 1, . . . , N and all t ≥ 0 we have

−M + ε1 ≤ ξi(t) ≤ −ε1 and |wi(t)| ≤ ψ(t)− ε2;

(iv) for all i = 1, . . . , N we have

∥vi∥∞ ≤ M

λ
+

1

λk2

(
∥ψ∥∞
ε2

+ d̄

)
+

(
k1

k1 + λk2

)i
∥v0∥∞.

Proof: Let k1 > 0, λ > 0, dmax > dmin > 0 and ψ ∈ Ψ
be arbitrary control parameters and set M := dmax − dmin.
The parameter k2 > 0 will be specified later. The proof is
divided into several steps.

Step 1: We show existence of a maximal solution. Define
the set D as in (12) and observe that it is relatively open
in R≥0 × RN × RN and contains the point (0, x(0), v(0))
by Assumption 3.2. Roughly speaking, the set D is the
intersection of all performance funnels associated with any
two consecutive vehicles in the platoon. Further define the
function f : D → R2N by

f(t, x, v) =

v1
...
vN

K(t, x1 − x0(t), v1, v0(t))− f1(t, x1, v1) + d1(t)
K(t, x2 − x1, v2, v1)− f2(t, x2, v2) + d2(t)

...
K(t, xN − xN−1, vN , vN−1)− fN (t, xN , vN ) + dN (t)


,

where K is defined in (8). The closed-loop system (1), (9) is
then equivalent to(

ẋ(t)
v̇(t)

)
= f(t, x(t), v(t))

with initial condition (3). Since f1, . . . , fN are continuous
in (t, x, v) by Assumption 3.1 when Fi,r is chosen as in (2),

and di ∈ L∞(R≥0,R), it follows that f is measurable and
locally integrable in t and continuous in (x, v). Therefore,
it follows from the theory of ordinary differential equations,
see [42, § 10, Thm. XX], that there exists a solution, which
can be extended to a maximal solution (x, v) : [0, ω) → R2N ,
ω ∈ (0,∞]. Furthermore, by maximality, the closure of the
graph of (x, v) is not a compact subset of D.

Step 2: We show that for

ε1 :=
(
∥ψ∥∞ + 1

δ

)−1
< δ,

which is independent of i and N , and where δ is from
Assumption 3.2, we have that −M + ε1 ≤ ξi(t) ≤ −ε1
for all t ∈ [0, ω) and all i = 1, . . . , N . We show the first
inequality and, seeking a contradiction, assume that there exist
i ∈ {1, . . . , N} and t1 ∈ [0, ω) such that ξi(t1) < −M + ε1.
By Assumption 3.2 we find that t1 > 0 and hence

t0 := max { t ∈ [0, t1) | ξi(t) = −M + ε1 }

is well-defined. Then ξi(t) ≤ −M + ε1 < −M + δ
Ass. 3.2
≤ −δ

and, by Step 1, |wi(t)| < ψ(t) for all t ∈ [t0, t1] and we may
compute that

ξ̇i(t) = vi(t)− vi−1(t)
(9)
= wi(t) +

1

ξi(t)
+

1

M + ξi(t)

≥ −∥ψ∥∞ − 1

δ
+

1

ε1
= 0

for all t ∈ [t0, t1], hence we have ξi(t0) ≤ ξi(t1) and arrive
at the contradiction

−M + ε1 = ξi(t0) ≤ ξi(t1) < −M + ε1.

The proof of ξi(t) ≤ −ε1 for all t ∈ [0, ω) and all i =
1, . . . , N is analogous and omitted.

Step 3: We derive a first estimate for vi, which we will
refine in later steps. For all t ∈ [0, ω) and all i = 1, . . . , N
we have

mi

2
d
dtvi(t)

2 = vi(t)
(
ui(t)− fi(t, xi(t), vi(t)) + di(t)

)
Ass. 3.1
≤ −k1(vi(t)− vi−1(t))vi(t)− k2ei(t)vi(t)

− ki,3(t)wi(t)vi(t) + d̄|vi(t)|
− 1

2ρi(t, xi(t))Ci,dAi|vi(t)|vi(t)
2

ei=ξi+λvi
≤ −(k1 + λk2)vi(t)

2 +
(
d̄+ k2M

+ ki,3(t)ψ(t) + k1|vi−1(t)|
)
|vi(t)|,

where we have used |ξi(t)| ≤M (from Step 2), and hence it

D :=

 (t, x, v) ∈ R≥0 × RN × RN

∣∣∣∣∣∣∣∣∣∣

dmin < x0(t)− x1 < dmax, dmin < xi−1 − xi < dmax,∣∣∣v1 − v0(t)− 1
x1−x0(t)+dmin

− 1
x1−x0(t)+dmax

∣∣∣ < ψ(t),∣∣∣vi − vi−1 − 1
xi−xi−1+dmin

− 1
xi−xi−1+dmax

∣∣∣ < ψ(t),

i = 2, . . . , N

 , (12)
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follows from a straightforward argument by contradiction that

∀ t ∈ [0, ω) : |vi(t)| ≤ max

{
|vi(0)|,

d̄+ k2M + ki,3(t)ψ(t) + k1|vi−1(t)|
k1 + λk2

}
.

(13)
Step 4: We show that there exists ε2 > 0, independent of i

and N , such that |wi(t)| ≤ ψ(t)− ε2 for all t ∈ [0, ω) and all
i = 1, . . . , N .

Step 4a: First, we show that there exists ε̂1 = ε̂1(k2)
such that |w1(t)| ≤ ψ(t) − ε̂1 for all t ∈ [0, ω). Define
θ := inft≥0 ψ(t) and choose ε̂1 ≤ min

{
δ, θ2

}
; ε̂1 will be

chosen even smaller later on. Seeking a contradiction, assume
that there exists t1 ∈ [0, ω) such that |w1(t1)| > ψ(t1) − ε̂1.
By Assumption 3.2 we find that t1 > 0 and hence

t0 := max { t ∈ [0, t1) | |w1(t)| = ψ(t)− ε̂1 }

is well-defined. Then

|w1(t)| ≥ ψ(t)− ε̂1 ≥ θ

2
and k1,3(t) =

1

ψ(t)− |w1(t)|
≥ 1

ε̂1

for all t ∈ [t0, t1] and we record that by (9)

ξ̇1(t) = v1(t)− v0(t) = w1(t) +
1

ξ1(t)
+

1

M + ξ1(t)

and

v1(t) = v0(t) + w1(t) +
1

ξ1(t)
+

1

M + ξ1(t)
, (14)

which we will frequently use in the following. We may now
compute that

1
2

d
dtw1(t)

2 = w1(t)
(
v̇1(t)−v̇0(t)+ξ̇1(t)

(
1

ξ1(t)2
+ 1

(M+ξ1(t))2

))
= w1(t)

(
− k1
m1

(v1(t)− v0(t))− k2
m1

(ξ1(t) + λv1(t))

− k1,3(t)
m1

w1(t) +
1
m1

(
d1(t)− f1(t, x1(t), v1(t))

)
− v̇0(t)

+
(
w1(t) +

1
ξ1(t)

+ 1
M+ξ1(t)

)(
1

ξ1(t)2
+ 1

(M+ξ1(t))2

))
(14), Step 2

≤ −
(
k1
m1

+ λk2
m1

+ 1
m1ε̂1

− 2
ε21

)
w1(t)

2

+ |w1(t)|
((

k1
m1

+ λk2
m1

) 2

ε1
+ k2

m1
M + λk2

m1
|v0(t)|

+|v̇0(t)|+ d̄
m1

+ ρ̄
m1

(
∥ψ∥∞ + 2

ε1
+ |v0(t)|

)2

+ 4
ε31

)
for all t ∈ [t0, t1]. Next, we choose k2 sufficiently large such
that

k1 + λk2 ≥ 2m1

ε21
. (15)

Since v0 and v̇0 are bounded by Assumption 3.2, and invoking
|w1(t)| ≥ θ/2, there exist constants c1, c2 > 0, independent
of k2, such that

∀ t ∈ [t0, t1] :
d
dtw1(t)

2

2|w1(t)|
≤ − θ

2m1ε̂1
+ k2c1 + c2

and we may choose

ε̂1 ≤ 2m1

θ

(
k2c1 + c2 + ∥ψ̇∥∞

)−1

(16)

so that

|w1(t1)| − |w1(t0)| =
∫ t1

t0

d
dtw1(t)

2

2|w1(t)|
dt

≤ −
∫ t1

t0

∥ψ̇∥∞ dt ≤ ψ(t1)− ψ(t0),

which leads to the contradiction

ε̂1 = |w1(t0)| − ψ(t0) ≥ |w1(t1)| − ψ(t1) > ε̂1.

Step 4b: Next, we show that there exists ε̂i = ε̂i(k2, ε̂i−1) ≤
ε̂i−1 such that |wi(t)| ≤ ψ(t) − ε̂i for all t ∈ [0, ω) and all
i = 2, . . . , N . By way of induction, observe that this assertion
is true for i = 1 by Step 4a and, fixing i ∈ {2, . . . , N}, assume
that it is true for j = 2, . . . , i−1. In particular ε̂i−1 ≤ ε̂i−2 ≤
. . . ≤ ε̂1 and |wj(t)| ≤ ψ(t) − ε̂i−1 for all t ∈ [0, ω) and all
j = 1, . . . , i− 1, thus

∀ t ∈ [0, ω) : |vi−1(t)|
(13),Ass. 3.2

≤ max

{
M

λ
,

d̄+ k2M + ψ(t)
ε̂i−1

+ k1|vi−2(t)|
k1 + λk2

}
,

where we have used the definition of ki,3. Then it follows
from a straightforward induction argument that

∀ t ∈ [0, ω) : |vi−1(t)| ≤
M

λ
+

d̄

λk2

+
ψ(t)

λk2ε̂i−1
+

(
k1

k1 + λk2

)i−1

|v0(t)|. (17)

Now, choose

ε̂i ≤ ε̂i−1 ≤ ε̂1 ≤ min
{
δ, θ2

}
and note that ε̂i will be chosen even smaller later on. Seeking
a contradiction, assume that there exists t1 ∈ [0, ω) such that
|wi(t1)| > ψ(t1)− ε̂i. By Assumption 3.2 we find that t1 > 0
and hence

t0 := max { t ∈ [0, t1) | |wi(t)| = ψ(t)− ε̂i }

is well-defined. Then

|wi(t)| ≥ ψ(t)− ε̂i and ki,3(t) =
1

ψ(t)− |wi(t)|
≥ 1

ε̂i

for all t ∈ [t0, t1] and we record that by (9)

ξ̇i(t) = vi(t)− vi−1(t) = wi(t) +
1

ξi(t)
+

1

M + ξi(t)
,

which we will frequently use in the following. We may now
compute, similar to Step 4a, that

1
2

d
dtwi(t)

2
Step 2
≤ −

(
k1
mi

+ λk2
mi

+ 1
miε̂i

− 2
ε21

)
wi(t)

2

+ |wi(t)|
((

k1
mi

+ λk2
mi

)
2
ε1

+ k1
mi−1

(
∥ψ∥∞ + 2

ε1

)
+ k2M

(
1
mi

+ 1
mi−1

)
+ λk2|vi−1(t)|

∣∣∣ 1
mi

− 1
mi−1

∣∣∣
+ ψ(t)

mi−1ε̂i−1
+ 2d̄

(
1
mi

+ 1
mi−1

)
+ ρ̄
mi

(
∥ψ∥∞ + 2

ε1
+ |vi−1(t)|

)2

+ ρ̄
mi−1

|vi−1(t)|2 + 4
ε31

)
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for all t ∈ [t0, t1]. By Assumptions 3.1 and 3.3 we have that

1 ≤ m̄

mi
and

1

mi−1
≤ max

{
q

mi
,

m̄

mi minj=1,...,N0
mj

}
.

Invoking (15) and (17) and boundedness of v0 it follows that
there exist constants c1, c2, c3, c4 > 0, independent of i, N
and k2, such that

∀ t ∈ [t0, t1] :
d
dtwi(t)

2

2|wi(t)|
≤ −ψ(t)− ε̂i

miε̂i
+

ψ(t)

mi−1ε̂i−1

+
ψ(t)

ε̂i−1

∣∣∣∣ 1

mi
− 1

mi−1

∣∣∣∣+ c1
mik2ε̂i−1

+
c2

mik22 ε̂
2
i−1

+
k2
mi

c3+
c4
mi

.

(18)

Clearly, we may now choose ε̂i small enough to that
d
dtwi(t)

2

2|wi(t)| ≤ −∥ψ̇∥∞ which, similar to Step 4a, will lead to
a contradiction, thus proving the assertion.

Step 4c: We show that for sufficiently large k2 > 0 there
exists ε2 > 0 such that the sequence (ε̂i) from Step 4b can be
chosen in such a way that it is uniformly bounded from below
by ε2, independent of i and N . In virtue of Assumption 3.3,
we restrict ourselves to the case N ≥ N0 and i ≥ N0. We
now return to equation (18) and instead of choosing ε̂i small
enough, we choose it in a specific way. To this end, observe
that by Assumption 3.3 we have∣∣∣∣ 1

mi
− 1

mi−1

∣∣∣∣ ≤ p

mi−1
≤ pq

mi

and hence
d
dtwi(t)

2

2|wi(t)|
≤ − ψ(t)

miε̂i
+

ψ(t)

miε̂i−1
(1 + p)q +

c1
mik2ε̂i−1

+
c2

mik22 ε̂
2
i−1

+
k2
mi

c3 +
c4 + 1

mi

for all t ∈ [t0, t1]. The problem now boils down to finding
ε̂i ≤ ε̂i−1 such that the right hand side of the above equation
becomes less than −∥ψ̇∥∞ and, at the same time, ε̂i is
uniformly bounded away from zero for i ≥ N0, when k2 is
chosen sufficiently large. With the new constants

c̃1 := c1/θ, c̃2 := c2/θ,

c̃3 := c3/θ, c̃4 := (c4 + 1 + m̄∥ψ∥∞)/θ,

and zi := 1/ε̂i we can achieve this by defining the sequence
(zi) as

zi = (1 + p)qzi−1 +
c̃1
k2
zi−1 +

c̃2
k22
z2i−1 + k2c̃3 + c̃4

for i ≥ N0. Set α := (1 + p)q + c̃1
k2

and, in a first step,
choose k2 large enough such that α < 1, which is possible
since (1 + p)q < 1 by Assumption 3.3. Now choose k2 large
enough such that

k22(1− α)2

4c̃2
≥ k2c̃3 + c̃4

and define

ẑ :=
k22(1− α)

2c̃2
+

√
k42(1− α)2

4c̃22
− k22
c̃2

(
k2c̃3 + c̃4

)
.

Observe that

∀ i ≥ N0 : zi−1 ≤ ẑ =⇒ zi ≤ ẑ.

Since the sequence (zi) is monotonically increasing, this
means that it is bounded by ẑ provided that z1 ≤ ẑ. If z1 =
1/ε̂1 is chosen with equality in (16), then it is proportional
to k2, while ẑ is proportional to k22 . Consequently, z1 ≤ ẑ will
be true for k2 sufficiently large. Finally, the constant ε2 > 0
may be defined as

ε2 :=
1

ẑ
> 0.

Step 5: We show that ω = ∞, and hence assertion (i).
Assuming that ω <∞ and taking Steps 2 and 4 into account,
it follows that the graph of the solution (x, v) is a compact
subset of D, which contradicts the findings of Step 1.

Step 6: We show assertions (iii) and (iv). Assertion (iii)
follows from Step 2 and Step 4. Assertion (iv) is a direct
consequence of (17) and Step 4.

Step 7: We show assertion (ii). Clearly, the boundedness
of vi, independent of i and N , follows from Step 6 and
boundedness of v0 by Assumption 3.2. Since ξi is bounded
by M and ki,3 is bounded by 1/ε2, independent of i and N ,
the uniform boundedness of ui may be inferred. This finishes
the proof.

Remark 3.5: In view of Theorem 3.4 the decentralized
nature of the controller (9) may be questioned, because the
parameter k2 > 0 must be chosen sufficiently large and
all vehicles i must agree on its value. One possibility is
to choose a very large value encompassing any possible
vehicle configuration, thus keeping the decentralized nature
of the controller. If a more realistic viewpoint is taken,
then some communication capabilities are required, at least
between neighboring vehicles, so that a brief handshake is
possible when new vehicles join the platoon. As long as those
vehicles also satisfy Assumptions 3.1–3.3 without changing
the parameters therein, it suffices to communicate the values
of k1, k2 (and maybe the function ψ, if it is used as a flexible
parameter) to the joining vehicles and the control (9) will still
be feasible. This is based on the fact that, although k2 must be
sufficiently large, it is independent of the number of vehicles
in the platoon.

Remark 3.6: We like to provide some guidelines for choos-
ing the parameters k1 and k2. Although an inspection of the
proof of Theorem 3.4 provides a lower bound for k2, this
is quite conservative and not suitable for use in practice.
Therefore, we conducted a number of simulations and it
turns out that choosing k1 = k2 = 2mmax, where mmax is
the maximal mass of a vehicle in the platoon, serves as a
good rule of thumb. This means that, roughly speaking, the
velocity and acceleration signals do not exhibit any peaks, the
velocity plateau is not too far away and the control effort is
comparatively small.

IV. SIMULATIONS

We illustrate the novel controller (9) by an application to a
platoon of twenty inhomogeneous vehicles with dynamics (1),
which follow a leader vehicle with position x0, velocity v0
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and acceleration a0. We consider two different scenarios. The
first scenario illustrates that safety is guaranteed even in the
case of a sudden full brake of the leader vehicle (i.e., with
maximal deceleration of −5m/s2). In the second scenario
the leader vehicle follows a vivid curve with a strongly
varying acceleration. Both scenarios are of an academic nature
and serve the purpose of demonstrating the power of the
controller design (9): Even under extreme braking (Scenario 1)
or strongly varying acceleration (Scenario 2) of the leader, the
controller is able to achieve the objectives (O1)–(O4). Even
more so, again to illustrate the power of the controller design
in these situations, we chose a very tight range dmin = 2 <
15 = dmax for the inter-vehicle distances, yet the simulations
verify a very good controller performance.

For the simulations we choose all parameters of the vehicles
in (1), apart from their masses, to be equal with typical values
(taken from [43]) summarized in Table I.

mi θi(x) ρi(t, x) Ci,d Ci,r Ai

1500+(−1)i300 kg 0 rad 1.3 kg/m3 0.32 0.01 2.4m2

TABLE I: Parameter values for the vehicles in the platoon with
dynamics (1).

For the approximated friction model (2) we choose the
parameter α = 100. The initial conditions (3) are chosen
as x0i = x0i−1 − 11m, x00 = x0(0) = 0m and v0i =
v0(0) = 20m s−1 for all i = 1, . . . , 20. The controller design
parameters (10) are chosen as M = dmax − dmin = 13,
λ = 0.5, k1 = k2 = 3600 and ψ(t) = e−2t + 1 for
t ≥ 0. All simulations have been performed in MATLAB
(solver: ODE15S, rel. tol.: 10−10, abs. tol.: 10−10) over the
time interval 0–40 s.

Scenario 1: The leader position x0 and velocity v0 are
chosen so that after a period of safe following the leader
vehicle suddenly fully brakes with maximal deceleration of
−5m/s2.

The simulation of the platoon (1) under the controller (9)
in this scenario is depicted in Fig. 3. It can be seen in
Fig. 3a that the prescribed safety and maximal distances are
always guaranteed. From Fig. 3b we can observe that the
velocities reach a plateau (in the time interval 0–10 s), thus the
controlled platoon exhibits practical velocity string stability.
The accelerations of the vehicles, depicted in Fig. 3c, are
similar to that of the leader for the first few followers and
become much smaller with increasing vehicle index.

Scenario 2: The leader position trajectory is chosen as
x0(t) = 10 + 19t− 10 cos(t/5) + 1

2 sin(2t) so that the leader
exhibits a strongly varying acceleration.

The simulation of the platoon (1) under the controller (9) in
this scenario is shown in Fig. 4. Again, as depicted in Fig. 4a,
the inter-vehicle distances stay within the corridor given by
the prescribed safety and maximal distances, and even vary
by only 2m. The velocities and accelerations of the followers
are shown in Figs. 4b and 4c and it can be seen that the
strongly varying behavior of the leader is “smoothed out” with
increasing vehicle index. This is another characteristic of the
practical velocity string stability of the controlled platoon.

Fig. 3a: Inter-vehicle distances, safety distance dmin and maximal
distance dmax

Fig. 3b: Velocities

Fig. 3c: Accelerations

Fig. 3: Simulation, under controller (9), of system (1) with 20
vehicles following a leader in Scenario 1 and parameters as in
Table I.

Overall, the simulations show that via the novel con-
troller (9) it can be achieved that all inter-vehicles distances
stay within a prescribed tight corridor, guaranteeing safety
and allowing for a very good traffic flow. At the same
time, practical velocity string stability is achieved under the
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Fig. 4a: Inter-vehicle distances, safety distance dmin and maximal
distance dmax

Fig. 4b: Velocities

Fig. 4c: Accelerations

Fig. 4: Simulation, under controller (9), of system (1) with 20
vehicles following a leader in Scenario 2 and parameters as in
Table I.

control and variations of the leader velocity are smoothed
out with increasing vehicle index. All of this is guaranteed
even in extreme scenarios for platoons of inhomogeneous
vehicles. Furthermore, the controller can be implemented in
a decentralized fashion, requiring only local information.

V. CONCLUSION

We presented a new decentralized control design for vehicle
platoons and have proved that it is able to both guarantee
safety and a good traffic flow, and at the same time practical
velocity string stability is achieved. The results were illustrated
by the simulation of different scenarios. Future research should
focus on the relaxation of Assumption 3.3, e.g. by allowing
the vehicles to have access to some common information.
Furthermore, the simulations exhibit a certain synchronization
behavior of the vehicles in the platoon, when the leader
velocity remains constant, and it is an open question, whether
this can be proved. Earlier results obtained for multi-agent
systems with relative degree one [44] suggest that this is a
common phenomenon. Another open question concerns the
incorporation of input-constraints, which are always present in
real-world applications. It should be investigated under which
conditions on the parameters the control is feasible under input
constraints, or whether the present approach can be combined
with recent funnel control designs as presented e.g. in [45].
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