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Abstract

We develop a stability theory for time-varying linear differential algebraic equations (DAEs).
Well known stability concepts of ODEs are generalized to DAEs and characterized. Lyapunov’s
direct method is derived as well as the converse of the stability theorems. Stronger results are
achieved for DAEs which are transferable into standard canonical form; in this case the existence
of the generalized transition matrix is exploited.
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1 Introduction

Differential-algebraic equations (DAEs) are a combination of differential equations along with algebraic
constraints. They have been discovered as an appropriate tool for modeling many problems e.g. in me-
chanical multibody dynamics [15], electrical networks [34] and chemical engineering [23], which often
cannot be modelled by standard ordinary differential equations (ODEs). A nice example can also be
found in [21]: A mobile manipulator is modelled as a linear time-varying differential-algebraic control
problem. These problems indeed have in common that the dynamics are algebraically constrained, for
instance by tracks, Kirchhoff laws or conservation laws. The power in application is responsible for
DAEs being nowadays an established field in applied mathematics and subject of various monographs
and textbooks [6, 7, 8, 12, 16, 24]. In the present work we study the stability theory and concepts
related to the Lyapunov theory of linear time-varying DAEs: Lyapunov’s direct method, Lyapunov
equations, Lyapunov functions and Lyapunov transformation. Due to the algebraic constraints in
DAEs most of the classical concepts of the qualitative theory have to be carefully modified and the
analysis gets more involved.

We study stability of solutions of time-varying linear DAEs of the form

E(t)ẋ = A(t)x+ f(t), (1.1)

where (E,A, f) ∈ C((τ,∞);Rn×n)2 × C((τ,∞);Rn), n ∈ N, τ ∈ [−∞,∞). For brevity, we identify the
tuple

(E,A, f) or (E,A) := (E,A, 0)
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with the inhomogeneous or homogeneous DAE (1.1), resp.

Time-invariant linear DAEs are well studied, see the monographs and textbooks by [7, 8, 12, 24].
However, for the stability theory of time-varying linear DAEs only a few contributions are available:
[13] treat DAEs with constant E and time-varying A; [36] use the ansatz of “regularizing operators” to
obtain Lyapunov stability criteria; in [4, 11, 14, 18, 19, 26, 30] results for DAEs with index 1 or 2 are
obtained; in [25] some stability results for time-varying DAEs with well-defined differentiation index
are obtained and in [27] Lyapunov, Bohl and Sacker-Sell spectral intervals for DAEs of this class are
investigated; in [3] the Bohl exponent of time-varying DAEs is investigated. A Lyapunov theory for
DAEs has been discussed in [31], with focus on DAEs with index 1 or 2; see also the references therein.
However, a comprehensive stability and Lyapunov theory for DAEs with arbitrary continuous E and
A is not available.
In the present work we present an approach to the stability theory which only requires continuous
E,A, f . Thereafter, we derive stronger results for the class of systems transferable into SCF - these
systems are allowed to have arbitrary index. Therefore, the results in the present paper are not in-
cluded in the above mentioned literature.

The paper is organized as follows: In Section 2 we show the relationships and consequences of differ-
ent solution concepts for DAEs; the considerable difference to ODEs becomes clear. In Section 3 we
introduce the subclass of DAEs (E,A) which are transferable into standard canonical from (SCF) and
recall its basic properties relevant for the present paper. Different stability concepts are introduced and
characterized in Section 4. In Section 5 we present Lyapunov’s direct method for DAEs and develop
a theory of Lyapunov functions and Lyapunov equations on the set of all pairs of consistent initial
values. We stress that in Section 2 and Section 5.1 as well as in Theorem 4.3 only continuity of E,A, f
is required.

Nomenclature

N, N0 the set of natural numbers, N0 = N ∪ {0}
kerA the kernel of the matrix A ∈ Rm×n

imA the image of the matrix A ∈ Rm×n

Gln(R) the general linear group of degree n, i.e. the set of all invertible n× n matrices
over R

‖x‖ :=
√
x⊤x, the Euclidean norm of x ∈ Rn

Bδ(x
0) :=

{

x ∈ Rn
∣

∣ ‖x− x0‖ < δ
}

, the open ball of radius δ > 0 around x0 ∈ Rn

‖A‖ := sup { ‖Ax‖ | ‖x‖ = 1 }, induced matrix norm of A ∈ Rn×m

C(I;S) the set of continuous functions f : I → S from an open set I ⊆ R to a vector
space S

Ck(I;S) the set of k-times continuously differentiable functions f : I → S from an open
set I ⊆ R to a vector space S

dom f the domain of the function f

f |M the restriction of the function f on a set M ⊆ dom f

A ≤ B :⇔ ∀x ∈ Rn : x⊤Ax ≤ x⊤Bx; A,B ∈ Rn×n
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A(·) ≤U B(·) :⇔ ∀ (t, x) ∈ U : x⊤A(t)x ≤ x⊤B(t)x; A,B : (τ,∞) → Rn×n, τ ∈ [−∞,∞),
U ⊆ (τ,∞)× Rn

A(·) =U B(·) :⇔ replace ≤ by = in the definition of A(·) ≤U B(·)

PU :=

{

M : (τ,∞) → Rn×n

∣

∣

∣

∣

M is continuous and symmetric,
∃ m1,m2 > 0 : m1In ≤U M(·) ≤U m2In

}

for U ⊆
(τ,∞)× Rn

2 Solutions and singular behaviour

In this section, we define the important concept of right global solutions and briefly remark an possible
singular behaviour of solutions. This is needed for the stability analysis in Sections 4 and 5. The
concept of a solution and its extendability is introduced similarly to ODEs, see for example [1, Sec. 5].

Definition 2.1 (Solutions). Let (E,A, f) ∈ C((τ,∞);Rn×n)2 × C((τ,∞);Rn) and (a, b) ⊆ (τ,∞). A
function x : (a, b) → Rn is called

solution of (E,A, f) :⇐⇒ x ∈ C1((a, b);Rn) and x satisfies (1.1) for all t ∈ (a, b).

A solution x̃ : (a, b̃) → Rn of (E,A, f) is called a

(right) extension of x :⇐⇒ b̃ ≥ b and x = x̃ |(a,b).

x is called

right maximal :⇐⇒ b = b̃ for every extension x̃ : (a, b̃) → Rn of x,

right global :⇐⇒ b = ∞,

global :⇐⇒ (a, b) = (τ,∞).

A right maximal solution x : (a, b) → Rn of (E,A, f) which is not right global, i.e. b < ∞, is said to

have a finite escape time :⇐⇒ lim suptրb ‖x(t)‖ = ∞,

be non-extendable :⇐⇒ x has no finite escape time.

⋄

To avoid confusion, note that the notion “non-extendable” is often used for solutions which are right
maximal in our terms, see e.g. [1, 17].

Let (t0, x0) ∈ (τ,∞) × Rn; then the set of all right maximal solutions of the initial value prob-
lem (E,A, f), x(t0) = x0 is denoted by

SE,A,f(t
0, x0) :=

{

x : J → Rn

∣

∣

∣

∣

J open interval, t0 ∈ J , x(t0) = x0,
x(·) is a right maximal solution of (E,A, f)

}

,

SE,A(t
0, x0) := SE,A,0(t

0, x0),

and the set of all right global solutions of (E,A, f), x(t0) = x0 by

GE,A,f(t
0, x0) := {x(·) ∈ SE,A,f(t

0, x0) | x(·) is right global solution of (E,A, f)},
GE,A(t

0, x0) := GE,A,0(t
0, x0).
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The set of all pairs of consistent initial values of (E,A) ∈ C((τ,∞);Rn×n)2 and the linear subspace of
initial values which are consistent at time t0 ∈ (τ,∞), resp., is denoted by

VE,A :=
{

(t0, x0) ∈ (τ,∞) × Rn
∣

∣ ∃ (local) sln. x(·) of (E,A) : t0 ∈ domx, x(t0) = x0
}

,

VE,A(t
0) :=

{

x0 ∈ Rn
∣

∣ (t0, x0) ∈ VE,A

}

.

Note that if x : J → Rn is a solution of (E,A), then x(t) ∈ VE,A(t) for all t ∈ J .

In the case of an ODE ẋ = f(t, x), f ∈ C((τ,∞) × Rn;Rn), there is only one possibility for the
behaviour of a right maximal, but not right global, solution x : (a, b) → Rn at its right endpoint b (see
[38, p. 68] for the case n = 1 and [38, § 10, Thm. VI] for n > 1):

x has a finite escape time, i.e. lim sup
tրb

‖x(t)‖ = ∞.

DAEs are very different in this respect; this is illustrated by the following example (from [24, Ex. 3.1]
tailored for our purposes):

Example 2.2. Consider the real analytic initial value problem

E(t)ẋ = A(t)x+ f(t), x(t0) = 0,

where E(t) :=

[

−t t2

−1 t

]

, A(t) :=

[

−1 0
0 −1

]

, f(t) :=

(

0
0

)

, t ∈ R, t0 ∈ R . (2.1)

Note that the matrix pencil λE(t)−A(t) is regular for every t ∈ R; recall (see, e.g., [24]) that a matrix
pencil sE −A ∈ Rn×n[s] is called regular if, and only if, 0 6= det(sE −A) ∈ R[s].

Then x : J → Rn is a solution of (2.1) if, and only if, J ⊆ R is an open interval and x(t) = c(t)

(

t
1

)

,

t ∈ J , for some c(·) ∈ C1(J ;R) with c(t0) = 0. Therefore, (2.1) has uncountable many solutions which
allow for the following scenario:

(i) (2.1) has a global solution. For example the trivial solution is a global solution of (2.1).

(ii) (2.1) has a right maximal solution with finite escape time. Choose ω ∈ (t0,∞) and let c(t) =
− 1

t−ω + 1
t0−ω

, t < ω. Then x : (−∞, ω) → Rn, t 7→ c(t)(t, 1)⊤ is a solution of (2.1) and
lim suptրω ‖x(t)‖ = ∞.

(iii) (2.1) has a right maximal solution which has no finite escape time at ω ∈ (t0,∞) and is not
continuous at ω. Choose c(t) = sin a

t−ω , t < ω, a = π(t0 − ω). Then x : (−∞, ω) → Rn, t 7→
c(t)(t, 1)⊤ is a solution of (2.1) and the limit limtրω x(t) does not exist.

(iv) (2.1) has a right maximal solution which is continuous but not differentiable at a finite time
ω ∈ (t0,∞). Choose c(t) = (t − ω) sin a

t−ω , t < ω, a = π(t0 − ω). Then x : (−∞, ω) → Rn, t 7→
c(t)(t, 1)⊤ is a solution of (2.1) and the limit of the difference quotient limtրω

x(t)−x̃
t−ω , where

x̃ = limtրω x(t), does not exist.

(v) (2.1) has a right maximal solution which is continuous and differentiable at a finite time ω ∈
(t0,∞), but its derivative is not continuous at ω. Choose c(t) = (t − ω)2 sin a

t−ω , t < ω, a =

π(t0−ω). Then x : (−∞, ω) → Rn, t 7→ c(t)(t, 1)⊤ is a solution of (2.1) and the limit limtրω ẋ(t)
does not exist.
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In (iii)-(v) there does not exist any extension of the solution over ω; this cannot occur in the case of
an ODE. ⋄

The singular behaviour of linear DAEs in terms of so called critical points is investigated in [22, 28,
29, 33]. We refer to these works for some further examples for DAEs with singular behaviour. In fact,
the system (2.1) has a critical point at t = 0 in the framework of these papers.
Considering the two DAEs tẋ = −tx+ 1 and tẋ = −tx for t ∈ R, which have a critical point at t = 0,
we find that the property

x1(·) ∈ SE,A,f(t
0, x1), x2(·) ∈ SE,A,f(t

0, x2)

=⇒
(

(x1 − x2) : domx1 ∩ domx2 → Rn
)

∈ SE,A(t
0, x1 − x2), (2.2)

which is trivial for ODEs, does in general not hold for DAEs (E,A, f). Property (2.2) means that the
difference of two right maximal solutions of (E,A, f), defined on the intersection of their domains, is
a right maximal solution of (E,A).
The following proposition shows that the above mentioned shortcoming can be resolved by the mild
assumption that x1(·) or x2(·) is right global; this is also important for stability results proved in
Theorem 4.3.

Proposition 2.3 (Right maximal solutions). Consider the DAE (E,A, f) ∈ C((τ,∞);Rn×n)2 ×
C((τ,∞);Rn) and its associated homogeneous DAE (E,A). Then we have, for any x0, y0 ∈ Rn, t0 > τ :

(i) If x(·) ∈ SE,A,f(t
0, x0) is right global and y(·) ∈ SE,A,f(t

0, y0),
then (x− y : domx ∩ dom y → Rn) ∈ SE,A(t

0, x0 − y0).

(ii) If x(·) ∈ SE,A,f(t
0, x0) is right global and y(·) ∈ SE,A(t

0, y0),
then (x+ y : domx ∩ dom y → Rn) ∈ SE,A,f(t

0, x0 + y0).

Proof: (i): Note that z = x− y : domx ∩ dom y → Rn is a solution of the initial value problem

E(t)ż = A(t)z, z(t0) = x0 − y0 .

Let (α, ω) := dom z(·). If ω = ∞, then the claim holds. Let ω < ∞. Since y(·) is right maximal,
ω = supdom y(·), and x(·) is right global, the difference z(·) inherits the (singular) behaviour at ω
from y(·). We show that z(·) is right maximal.
Let µ : (α, ω̃) → Rn be an extension of z(·), i.e.

ω ≤ ω̃ and z = µ |(α,ω) .

Then µ(·) has the same (singular) behaviour at ω as z(·) and since µ(·) is continuously differentiable
(as a solution of (E,A)) it follows that ω̃ ≤ ω and hence ω = ω̃.
(ii): The proof is analogous and omitted.

3 Standard canonical form

In this section we introduce the subclass of DAEs (E,A) which are transferable into standard canonical
from (SCF). We give a short summary and recall properties needed in the subsequent sections; for a
detailed analysis and motivation of this class see [5] and the references therein.
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Definition 3.1 (Equivalence of DAEs [24, Def. 3.3]). The DAEs (E1, A1), (E2, A2) ∈ C((τ,∞);Rn×n)2

are called equivalent if, and only if, there exists (S, T ) ∈ C((τ,∞);Gln(R)) × C1((τ,∞);Gln(R)) such
that

E2 = SE1T , A2 = SA1T − SE1Ṫ ; we write (E1, A1)
S,T∼ (E2, A2) . (3.1)

⋄

Definition 3.2 (Standard canonical form (SCF) [9, 10]). A system (E,A) is called transferable into
standard canonical form (SCF) if, and only if, there exist (S, T ) ∈ C((τ,∞);Gln(R))×C1((τ,∞);Gln(R))
and n1, n2 ∈ N such that

(E, A)
S,T∼

([

In1
0

0 N

]

,

[

J 0
0 In2

])

, (3.2)

where N : (τ,∞) → Rn2×n2 is pointwise strictly lower triangular and J : (τ,∞) → Rn1×n1 ; a matrix
N is called pointwise strictly lower triangular if, and only if, all entries of N(t) on the diagonal and
above are zero for all t ∈ I. ⋄

Equivalence of DAEs is in fact an equivalence relation (see e.g. [24, Lem. 3.4]) and transferability
into SCF as well as the constants n1, n2 are invariant under equivalence of DAEs (see [5, Thm. 2.1]).

In [5] we have shown that DAEs which are transferable into SCF allow for a generalized transition
matrix; the main properties needed in the following sections are recalled:

Proposition 3.3 (Generalized transition matrix U(· , ·)). Let (E,A) ∈ C((τ,∞);Rn×n)2 be transferable
into SCF for (S, T ) as in Definition 3.2. Then any solution of the initial value problem (E,A),
x(t0) = x0, where (t0, x0) ∈ VE,A, extends uniquely to a global solution x(·); this solution satisfies

x(t) = U(t, t0)x0, where U(t, t0) := T (t)

[

ΦJ(t, t
0) 0

0 0

]

T (t0)−1, t ∈ (τ,∞), (3.3)

and ΦJ(·, ·) denotes the transition matrix of ż = J(t)z; U(·, ·) is called the generalized transition matrix
of (E,A) and does not depend on the choice of (S, T ) in (3.2); it satisfies, for all t, r, s ∈ (τ,∞),

(i) E(t) d
dt U(t, s) = A(t)U(t, s),

(ii) imU(t, s) = VE,A(t),

(iii) U(t, r)U(r, s) = U(t, s),

(iv) U(t, t)2 = U(t, t),

(v) ∀x ∈ VE,A(t) : U(t, t)x = x,

(vi) d
dt U(s, t) = −U(s, t)T (t)S(t)A(t).

Proof: Properties (i)–(v) are shown in [5, Sect. 3]. Property (vi) follows from a straightforward
calculation using

d
dt(T

−1) = −T−1ṪT−1. (3.4)

For later use we also record the following elementary properties.

Proposition 3.4. Let (E,A) ∈ C((τ,∞);Rn×n)2 be transferable into SCF for (S, T ) as in Defini-
tion 3.2. Then
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(i) (t, x0) ∈ VE,A ⇐⇒ x0 ∈ imT (t)

[

In1

0

]

,

(ii) (t, x0) ∈ VE,A ⇐⇒ T (t)S(t)E(t)x0 = x0 ,

(iii) ∀ t > τ : VE,A(t) ∩ kerE(t) = {0} ,

(iv) ∀ (t0, x0) ∈ VE,A ∀ t > τ :
[

E(t)U(t, t0)x0 = 0 ⇐⇒ U(t, t0)x0 = 0
]

.

Proof: For (i) see [5, Prop. 3.2(i)]. (ii) follows from (i) using that I −N(t) ∈ Gln2
(R) for all t > τ .

(iii) is a consequence of (ii), and (iv) finally follows from (iii) and Proposition 3.3(ii).

Remark 3.5 (Well-defined differentiation index). Any DAE (E,A) which is transferable into SCF
has a well-defined differentiation index [24, Def. 3.37], or, equivalently, is analytically solvable [10],
see [5, Sec. 4]. However, there are DAEs which have a well-defined differentiation index but are not
transferable into SCF [5, Ex. 4.3]. ⋄

4 Stability

In this section we introduce a stability theory for DAEs (E,A, f) ∈ C((τ,∞);Rn×n)2 × C((τ,∞);Rn).
Since the system is linear, it suffices – analogous to ODEs – to consider the stability behaviour of the
zero solution of the homogeneous part (E,A); this is proved in Theorem 4.3. Further characterizations
of stability are shown for the subclass of DAEs transferable into standard canonical form.

Definition 4.1 (Stability). A right global solution x : (a,∞) → Rn of (E,A, f) ∈ C((τ,∞);Rn×n)2 ×
C((τ,∞);Rn), a ≥ τ , is said to be

stable :⇐⇒ ∀ ε > 0 ∀ t0 > a ∃ δ > 0 ∀ y0 ∈ Bδ(x(t
0)) ∀ y(·) ∈ SE,A,f(t

0, y0) :
[t0,∞) ⊆ dom y ∧ ∀ t ≥ t0 : y(t) ∈ Bε(x(t)).

attractive :⇐⇒ ∀ t0 > a ∃ η > 0 ∀ y0 ∈ Bη(x(t
0)) ∀ y(·) ∈ SE,A,f(t

0, y0) :
[t0,∞) ⊆ dom y ∧ limt→∞(y(t)− x(t)) = 0.

asymptotically stable :⇐⇒ x(·) is stable and attractive.

exponentially stable :⇐⇒ ∃α, β > 0 ∀ t0 > a ∃ η > 0 ∀ y0 ∈ Bη(x(t
0)) ∀ y(·) ∈ SE,A,f(t

0, y0) :

[t0,∞) ⊆ dom y ∧ ∀ t ≥ t0 : ‖y(t)− x(t)‖ ≤ αe−β(t−t0)‖y(t0)− x(t0)‖.

Remark 4.2.

(i) Note that stability does neither imply that every initial value problem is solvable in the neigh-
borhood of the considered solution nor does it mean that a possibly existing solution has to be
unique; the only requirement is that every existing solution in a neighborhood of the considered
one stays in an ε-neighborhood of it.

(ii) If the trivial solution of the homogeneous DAE (E,A) is stable, then – opposed to linear ODEs –
a solution of the inhomogeneous system (E,A, f) is not necessarily stable. To see this, consider
the scalar equation

tẋ = −tx+ 1, t ∈ R, (4.1)

and the associated homogeneous equation

tẋ = −tx, t ∈ R. (4.2)
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Clearly, the trivial solution of (4.2) is exponentially stable. Since

lim
tր0

∫ t

−1
s−1e−(t−s) ds = −∞,

it follows that
(

x : (−1, 0) → Rn, t 7→ e−(t−1) +

∫ t

−1
s−1e−(t−s) ds

)

∈ S(4.1)(−1, 1)

has a finite escape time; therefore it cannot be exponentially stable. However, an inspection of
S(4.1)(t

0, x0) for t0 > 0 reveals that every right global solution of (4.1) is exponentially stable.

(iii) If (E,A) is transferable into SCF and the J-block in the SCF does not exist, i.e. n1 = 0, then

∀ t0 > τ : U( · , t0) ≡ 0,

and Proposition 3.3 yields that (E,A) is exponentially stable. ⋄

It is well known (see, for example, [2, Satz 7.5.1]) that for ODEs it suffices to consider the stability
behaviour of the zero solution. For time-varying DAEs one has to be, due to the difference between
maximal and global solutions, more careful. However, we show that the analogous result also holds
true and stress that no extra assumptions are made on (E,A, f) and its solutions.

Theorem 4.3 (Uniform stability behaviour of all right global solutions). Consider the inhomogeneous
DAE (E,A, f) ∈ C((τ,∞);Rn×n)2 × C((τ,∞);Rn) and the associated homogeneous DAE (E,A).

(i) If the trivial solution of (E,A), restricted to (α,∞) for some α ≥ τ , has one of the properties
{stable, attractive, asymptotically stable, exponentially stable}, then every right global solution
x : (β,∞) → Rn of (E,A, f) with β ≥ α has the respective property.

(ii) If there exists a right global solution x(·) of (E,A, f) with one of the properties {stable, attrac-
tive, asymptotically stable, exponentially stable}, then the trivial solution of (E,A), restricted to
domx(·), has the respective property.

Proof: We prove the claim for stability, the other concepts are proved similarly.
(i): Let the trivial solution of (E,A), restricted to (α,∞) for some α ≥ τ , be stable and let µ : (β,∞) →
Rn be a right global solution of (E,A, f) , β ≥ α. We show that µ(·) is stable.
Let ε > 0 and t0 > β. Since the trivial solution of (E,A), restricted to (α,∞), is stable, Definition 4.1
yields

∃ δ > 0 ∀ y0 ∈ Bδ(0) ∀ y(·) ∈ SE,A(t
0, y0) : y(·) is right global ∧

[

∀ t ≥ t0 : y(t) ∈ Bε(0)
]

. (4.3)

Let η ∈ Bδ(µ(t
0)). If SE,A,f(t

0, η) = ∅, then the claim holds. Let λ(·) ∈ SE,A,f(t
0, η). By Proposi-

tion 2.3 (i) and since t0 ∈ domλ ∩ domµ, we have

(µ− λ : domλ ∩ domµ → Rn) ∈ SE,A(t
0, µ(t0)− η) .

Then µ(t0) − η ∈ Bδ(0) and (4.3) yield that (µ − λ)(·) is right global, and hence λ(·) must be right
global, and

[

∀ t ≥ t0 : λ(t)− µ(t) ∈ Bε(0)
]

=⇒
[

∀ t ≥ t0 : λ(t) ∈ Bε(µ(t))
]

and therefore µ(·) is stable.
(ii): Let µ : J → Rn be a right global and stable solution of (E,A, f) . We show that the trivial
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solution of (E,A), restricted to J , is stable.
Let ε > 0 and t0 ∈ J . Since µ(·) is stable, Definition 4.1 yields

∃δ > 0∀y0 ∈ Bδ(µ(t
0))∀y(·) ∈ SE,A,f(t

0, y0) : y(·) is right global ∧ ∀t ≥ t0 : y(t) ∈ Bε(µ(t)). (4.4)

Let η ∈ Bδ(0). If SE,A(t
0, η) = ∅, then the claim holds. Let λ(·) ∈ SE,A(t

0, η). By Proposition 2.3 (ii)
and since t0 ∈ domλ ∩ domµ we have

(µ+ λ : domλ ∩ domµ → Rn) ∈ SE,A,f(t
0, µ(t0) + η) .

Then µ(t0) + η ∈ Bδ(µ(t
0)) and (4.4) yield that (µ+ λ)(·) is right global, and hence λ(·) must be right

global, and
[

∀ t ≥ t0 : µ(t) + λ(t) ∈ Bε(µ(t))
]

=⇒
[

∀ t ≥ t0 : λ(t) ∈ Bε(0)
]

and therefore the trivial solution of (E,A), restricted to J , is stable.

Theorem 4.3 justifies (similar to linear ODEs) the following definition.

Definition 4.4. The DAE (E,A, f) ∈ C((τ,∞);Rn×n)2 × C((τ,∞);Rn) is called stable, attractive,
asymptotically stable or exponentially stable if, and only if, the global trivial solution of (E,A) has the
respective property. ⋄

We will show that previous stability concepts can be characterized similar to ODEs if (E,A) is trans-
ferable into SCF; first, the latter is discussed in the following remark.

Remark 4.5 (Transferable into SCF).

(i) If the DAE (E,A) is time-invariant, i.e. (E,A) ∈ (Rn×n)
2
, then

(E,A) is exp. stable =⇒ sE −A ∈ Rn×n[s] is regular =⇒ (E,A) is transferable into SCF.

To see this, assume that sE − A is not regular, then there exist λ > 0 and x0 ∈ Rn \ {0} such
that (λE − A)x0 = 0 and hence the unstable function t 7→ eλtx0 solves (E,A), a contradiction.
The second implication is Weierstraß’ result, see [24, Thm. 2.7].

(ii) If (E,A) ∈ C((τ,∞);Rn×n)2 is exponentially stable, then it is not necessarily transferable
into SCF. Consider the analytic DAE

0 · ẋ = t x , t ∈ R (4.5)

which is exponentially stable: any solution x : J → R of (4.5) fulfills x(t) = 0 for all t ∈ J \ {0}
and since the solutions must be continuous it follows that x ≡ 0. We also have G = R × {0}.
However, if (4.5) were transferable into SCF, then

SET = 0 and SAT − SEṪ = 1 for some S, T : R → R \ {0}.

But evaluation at t = 0 gives S(0)A(0)T (0) − S(0)E(0)Ṫ (0) = 0, a contradiction. ⋄

In the following theorem we consider DAEs which are transferable into SCF and characterize, exploit-
ing the existence of a generalized transition matrix, the different stability concepts. A similar result
has been derived in [25, Sec. 3.1] for the class of DAEs with well-defined differentiation index, sufficient
conditions involving the inherent ODE and algebraic constraints are presented; however, the stability
concepts studied in [25] differ from Definition 4.1.
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Theorem 4.6 (Stability). Suppose system (E,A) ∈ C((τ,∞);Rn×n)2 is transferable into SCF and let
U(·, ·) denote the generalized transition matrix of (E,A). Then the following characterizations hold:

(i) (E,A) is stable ⇐⇒ ∀ t0 > τ ∃M ≥ 0 ∀x0 ∈ VE,A(t
0) ∀ t ≥ t0 : ‖U(t, t0)x0‖ ≤ M‖x0‖.

(ii) The following are equivalent:

(a) (E,A) is attractive.

(b) (E,A) is asymptotically stable.

(c) Every global solution x : (τ,∞) → Rn of (E,A) satisfies limt→∞ x(t) = 0.

(iii) (E,A) is exp. stable ⇐⇒ ∃α, β > 0 ∀ (t0, x0) ∈ VE,A ∀ t ≥ t0 : ‖U(t, t0)x0‖ ≤ α e−β(t−t0)‖x0‖.

Proof: By Remark 4.2(iii), we may assume n1 > 0.
(i): Let (E,A) be stable, t0 > τ , and ε = 1. By Definition 4.1 and Proposition 3.3, there exists
δ = δ(t0) > 0 such that

∀x0 ∈ Bδ(0) ∩ VE,A(t
0) ∀ t ≥ t0 : ‖U(t, t0)x0‖ ≤ 1. (4.6)

Define M := 2/δ and let x0 ∈ VE,A(t
0). If x0 = 0, then U(t, t0)x0 = 0 for all t ≥ t0. If x0 6= 0, then

∀ t ≥ t0 :

∥

∥

∥

∥

U(t, t0)
δx0

2‖x0‖

∥

∥

∥

∥

(4.6)

≤ 2

δ
· δ
2
= M

∥

∥

∥

∥

δx0

2‖x0‖

∥

∥

∥

∥

,

which is equivalent to the right hand side of the equivalence. The converse is immediate from the
definition of stability.
(ii): “(a)⇒(b)”: Let ε > 0 and t0 > τ . Attractivity of (E,A) gives

∃ δ = δ(t0) > 0 ∀x0 ∈ Bδ(0) ∩ VE,A(t
0) ∀x(·) ∈ SE,A(t

0, x0) : 0 = lim
t→∞

x(t) = lim
t→∞

U(t, t0)x0.

For

X0 :=
δ

2‖T (t0)‖T (t
0)

[

In1

0

]

we have, in view of Proposition 3.4(i), X0
i ∈ VE,A(t

0) for all i = 1, . . . , n1, and, since ‖X0‖ < δ, we
obtain X0

i ∈ Bδ(0) ∩ VE,A(t
0) for all i = 1, . . . , n1. Therefore,

0 = lim
t→∞

U(t, t0)X0 =
δ

2‖T (t0)‖ lim
t→∞

T (t)

[

ΦJ(t, t
0) 0

0 0

] [

In1

0

]

.

From this it follows that limt→∞ U(t, t0) = 0 and hence there exists λ = λ(t0) > 0 such that

∀ t ≥ t0 : ‖U(t, t0)‖ ≤ λ.

Define η = η(ε, t0) := ε/λ. Then

∀x0 ∈ Bη(0)∩VE,A(t
0) ∀x(·) ∈ SE,A(t

0, x0) ∀ t ≥ t0 : ‖x(t)‖ = ‖U(t, t0)x0‖ ≤ ‖U(t, t0)‖‖x0‖ < λ
ε

λ
= ε.

Therefore (E,A) is stable.
“(b)⇒(c)”: Let (t0, x0) ∈ VE,A and x(·) be the global solution of (E,A), x(t0) = x0. Since (E,A) is
attractive in particular, it follows, as in the proof of “(a)⇒(b)”, that

lim
t→∞

U(t, t0) = 0, and thus lim
t→∞

x(t) = lim
t→∞

U(t, t0)x0 = 0.
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“(c)⇒(a)”: By Proposition 3.3 every local solution of (E,A) extends uniquely to a global solution, thus
every right maximal solution is right global. Then attractivity of (E,A) follows immediately.
(iii): Let (E,A) be exponentially stable and let (t0, x0) ∈ VE,A. We use Proposition 3.3. If x0 = 0,
then U(t, t0)x0 = 0 for all t ≥ t0 and by Definition 4.1 we have

∃α, β > 0 ∃ δ = δ(t0) > 0 ∀ y0 ∈ Bδ(0) ∩ VE,A(t
0) ∀ t ≥ t0 : ‖U(t, t0)y0‖ ≤ αe−β(t−t0)‖y0‖. (4.7)

If x0 6= 0 then (4.7) gives

∀ t ≥ t0 :

∥

∥

∥

∥

U(t, t0)
δx0

2‖x0‖

∥

∥

∥

∥

≤ αe−β(t−t0)

∥

∥

∥

∥

δx0

2‖x0‖

∥

∥

∥

∥

which is equivalent to the right hand side of the equivalence. The converse follows immediately.
This completes the proof of the theorem.

Remark 4.7. Theorem 4.6 does, in general, not hold true for systems which are not transferable
into SCF: Consider the initial value problem

tẋ = (1− t)x, x(t0) = x0, t ∈ R , (4.8)

for (t0, x0) ∈ R2. In passing, note that t 7→ (E(t), A(t)) = (t, t− 1) is real analytic. For t0 6= 0, x0 ∈ R,
the unique global solution x(·) of (4.8) is

x : R → R, t 7→ te−t

t0e−t0
x0.

For t0 = x0 = 0 the problem (4.8) has infinitely many global solutions and every (local) solution
x : J → R extends uniquely to a global solution

xc : R → R, t 7→ cte−t, where c =
eT

T
x(T ) for some T ∈ J \ {0}.

The solutions xc(·) are the only global solutions of the initial value problem (4.8), t0 = x0 = 0.
Furthermore, any initial value problem (4.8), t0 = 0, x0 6= 0 does not have a solution. Therefore, the
zero solution is attractive, but not asymptotically stable. ⋄

In the remainder of this section we give sufficient conditions so that the stability behaviour of the DAE
(E,A) is not changed under equivalence of DAEs. We introduce Lyapunov transformations (see for
example [35, Def. 6.14] for ODEs) on the set of all pairs of consistent initial values.

Definition 4.8 (Lyapunov transformation). Let (E,A) ∈ C((τ,∞);Rn×n)2. Then T ∈ C1((τ,∞);Gln(R))
is called a Lyapunov transformation on VE,A if, and only if,

T (·)−⊤T (·)−1 ∈ PVE,A
. (4.9)

⋄

A state space transformation T is a Lyapunov transformation on VE,A if, and only if,

∃ p1, p2 > 0 ∀ (t, x) ∈ VE,A : p1 ‖x‖2 ≤ ‖T (t)−1x‖2 ≤ p2 ‖x‖2 . (4.10)

If
(E,A)

S,T∼ (Ẽ, Ã) , for (S, T ) ∈ C((τ,∞);Gln(R))× C1((τ,∞);Gln(R)),
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and T is a Lyapunov transformation on VE,A, then in particular x(·) solves (E,A) if, and only if,
z(t) = T (t)−1x(t) satisfies (Ẽ, Ã). In view of T (t)−1VE,A(t) = VẼ,Ã(t) for t > τ , we see that (4.10) is
equivalent to

∃ p1, p2 > 0 ∀ (t, z) ∈ VẼ,Ã : p−1
2 ‖z‖2 ≤ ‖T (t) z‖2 ≤ p−1

1 ‖z‖2. (4.11)

If (E,A) is an ODE, then VE,A = (τ,∞)×Rn. Therefore, in this case the boundedness condition (4.9)
on the subspace of consistent initial values is equivalent to boundedness of T (·) and T (·)−1; the latter
is called Lyapunov transformation in [35, Def. 6.14].

We are now ready to state the proposition.

Proposition 4.9 (Stability behaviour is preserved under Lyapunov transformation). Suppose sys-
tem (E,A) ∈ C((τ,∞);Rn×n)2 is transferable into SCF as in Definition 3.2. If

(E, A)
S,T∼ (Ẽ, Ã) for some S ∈ C((τ,∞);Gln(R)), T ∈ C1((τ,∞);Gln(R))

and T is a Lyapunov transformation on VE,A, then

(i) (E,A) is stable ⇐⇒ (Ẽ, Ã) is stable.

(ii) (E,A) is attractive ⇐⇒ (Ẽ, Ã) is attractive.

(iii) (E,A) is asymptotically stable ⇐⇒ (Ẽ, Ã) is asymptotically stable.

(iv) (E,A) is exponentially stable ⇐⇒ (Ẽ, Ã) is exponentially stable.

Proof: (i) is a simple calculation; assertions (ii) and (iii) follow from Theorem 4.6 and the boundedness
condition (4.9); (iv) follows from (4.10), Theorem 4.6 and the observation that, for the generalized
transition matrix Ũ(·, ·) of (Ẽ, Ã), we have, as a consequence of the uniqueness result in Proposition 3.3,

∀ s, t > τ : Ũ(t, s) = T (t)−1U(t, s)T (s).

As an immediate consequence of Proposition 4.9 we obtain that the stability behaviour of (E,A) is
inherited from the stability behaviour of the underlying ODE in the SCF.

Corollary 4.10 (Stability behaviour is inherited from subsystem). Let (E,A) ∈ C((τ,∞);Rn×n)2

be transferable into SCF as in Definition 3.2 and suppose T is a Lyapunov transformation on VE,A.
Then (E,A) has one of the properties {stable, attractive, asymptotically stable, exponentially stable}
if, and only if, either n1 = 0 or the ODE ż = J(t)z has the respective property.

5 Lyapunov equations and Lyapunov functions

In this section we develop a version of Lyapunov’s direct method for DAEs as well as the converse of the
stability theorems; stronger results are achieved if the considered DAE is transferable into SCF, in this
case the existence of the generalized transition matrix is exploited. All results are generalizations of the
corresponding results for time-varying ODEs (see for example [20, Sec. 3]) and time-invariant DAEs:
see e.g. [32] and [37] (confer also Remark 5.13); a good overview is given in [13].
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5.1 General results

We start with introducing Lyapunov functions for time-varying DAEs (E,A) ∈ C((τ,∞);Rn×n)2; these
functions are defined on the set of all initial values (t, x) for which (E,A) has a right global solution:

G(E,A) := { (t, x) ∈ (τ,∞)× Rn | GE,A(t, x) 6= ∅ } .

Definition 5.1 (Lyapunov function). Let (E,A) ∈ C((τ,∞);Rn×n)2. A function V : G(E,A) → R is
called Lyapunov function for (E,A) if, and only if,

∃ ℓ1, ℓ2 > 0 ∀ (t, x) ∈ G(E,A) : ℓ1‖x‖2 ≤ V (t, x) ≤ ℓ2‖x‖2 (5.1)

and

∃λ > 0 ∀ (t0, x0) ∈ (τ,∞) ×Rn ∀x(·) ∈ GE,A(t
0, x0) ∀ t ≥ t0 : d

dtV (t, x(t)) ≤ −λV (t, x(t)). (5.2)

⋄
We stress that we consider Lyapunov functions for (E,A) on G(E,A), not on (τ,∞)×Rn. The reason
is that the set

G(E,A)(t) := { x ∈ Rn | (t, x) ∈ G(E,A) } , t > τ,

is a linear subspace of Rn and if x : (a,∞) → Rn is a right global solution of (E,A), then x(t) ∈
G(E,A)(t) for all t > a.

The next theorem shows that the existence of a Lyapunov function for (E,A) yields a sufficient condi-
tion for “almost” exponential stability of the trivial solution of (E,A). “Almost” in the sense that we
cannot guarantee that every existing right maximal solution in a neighborhood of the trivial solution
is right global. But we can guarantee that all right global solutions tend exponentially to zero. In this
sense it is a DAE-version of Lyapunov’s direct method (cf. [20, Cor. 3.2.20] in the case of ODEs).

Theorem 5.2 (Lyapunov’s direct method). Let (E,A) ∈ C((τ,∞);Rn×n)2. If there exists a Lyapunov
function for (E,A), then

∃α, β > 0 ∀ (t0, x0) ∈ (τ,∞)× Rn ∀x(·) ∈ GE,A(t
0, x0) ∀ t ≥ t0 : ‖x(t)‖ ≤ α e−β(t−t0)‖x0‖.

Proof: Let (t0, x0) ∈ (τ,∞)×Rn be arbitrary. If GE,A(t
0, x0) = ∅ there is nothing to show. Hence let

x0 ∈ G(E,A)(t0) and x(·) ∈ GE,A(t
0, x0). Let V : G(E,A) → R denote a Lyapunov function for (E,A)

as in Definition 5.1. Separation of variables applied to equation (5.2) gives

∀ t ≥ t0 : V (t, x(t)) ≤ e−λ(t−t0)V (t0, x0). (5.3)

Then, since (t, x(t)) ∈ G(E,A) for all t ≥ t0, we find

∀ t ≥ t0 : ‖x(t)‖2
(5.1)

≤ 1

ℓ1
V (t, x(t))

(5.3)

≤ 1

ℓ1
e−λ(t−t0)V (t0, x0)

(5.1)

≤ ℓ2
ℓ1
e−λ(t−t0)‖x0‖2,

which proves the claim.

Next we seek for Lyapunov functions for (E,A) by determining solutions to a generalized time-varying
Lyapunov equation.
For time-invariant DAEs (E,A) ∈ (Rn×n)2 it is well known that one seeks for (positive) solutions
(P,Q) ∈ (Rn×n)2 of the Lyapunov equation

A⊤PE + E⊤PA = −Q, (5.4)
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and the corresponding Lyapunov function candidate is

V : V∗
E,A → R, x 7→ x⊤

(

E⊤PE
)

x,

where V∗
E,A = VE,A(t) for all t ∈ R; see e.g. [32, Thm. 2.2].

For time-varying DAEs (E,A) ∈ C((τ,∞);Rn×n)2, the analogous Lyapunov function candidate is

V : G(E,A) → R, (t, x) 7→ x⊤
(

E(t)⊤P (t)E(t)
)

x . (5.5)

We will show that differentiation of V (t, x(t)) along any solution x(·) of (E,A) forces P (·) to satisfy
the generalized time-varying Lyapunov equation

A(·)⊤P (·)E(·) +E(·)⊤P (·)A(·) + d
dt

(

E(·)⊤P (·)E(·)
)

=G(E,A) −Q(·) . (5.6)

The next theorem shows that the existence of a solution to the generalized time-varying Lyapunov
equation yields a Lyapunov function for (E,A). Theorem 5.3 shows also that symmetry, differentiability
and the boundedness conditions are only required for E⊤PE, not for P ; therefore, E⊤PE is the object
of interest.

Theorem 5.3 (Sufficient conditions for existence of a Lyapunov function). Let (E,A) ∈ C((τ,∞);Rn×n)2

and write G := G(E,A), G(t) := G(E,A)(t) for brevity. If (P,Q) ∈ C((τ,∞);Rn×n)× PG is a solution
to (5.6) such that E⊤PE ∈ PG ∩ C1((τ,∞);Rn×n), then V as in (5.5) is a Lyapunov function for
(E,A).

Proof: Choose q1, q2, p1, p2 > 0 such that

q1In ≤G Q(·) ≤G q2In and p1In ≤G E(·)⊤P (·)E(·) ≤G p2In. (5.7)

Then V as in (5.5) satisfies (5.1) for ℓ1 = p1 and ℓ2 = p2. We show that V satisfies (5.2). Let
(t0, x0) ∈ (τ,∞) × Rn be arbitrary. If GE,A(t

0, x0) = ∅, then there is nothing to show. Hence let
x0 ∈ G(t0) and x(·) ∈ GE,A(t

0, x0). Since (t, x(t)) ∈ G for all t ≥ t0, differentiation of V along x(·)
yields

∀ t ≥ t0 : d
dtV (t, x(t))

(5.6)
= −x(t)⊤Q(t)x(t)

(5.7)

≤ −q1x(t)
⊤x(t)

(5.7)

≤ − q1
p2

V (t, x(t)).

This completes the proof of the theorem.

An alternative to Theorem 5.3, in terms of

EG(E,A) := { (t, x) ∈ (τ,∞) ×Rn | x ∈ E(t)G(E,A)(t) } , (E,A) ∈ C((τ,∞);Rn×n)2,

is the following.

Theorem 5.4 (Alternative to Theorem 5.3). Let (E,A) ∈ C1((τ,∞);Rn×n) × C((τ,∞);Rn×n) such
that E⊤E ∈ PG and write G = G(E,A), EG = EG(E,A) for brevity. If (P,Q) ∈

(

PEG ∩ C1((τ,∞);Rn×n)
)

×
PG is a solution to (5.6), then V as in (5.5) is a Lyapunov function for (E,A).

The proof of Theorem 5.4 is an immediate consequence of Theorem 5.3 together with the following
lemma.

Lemma 5.5 (Relationship between P and E⊤PE). For any DAE (E,A) ∈ C((τ,∞);Rn×n)2 such that
E⊤E ∈ PG and P ∈ C((τ,∞);Rn×n) is symmetric we have (write G = G(E,A) and EG = EG(E,A)
for brevity) that

P ∈ PEG ⇐⇒ E⊤PE ∈ PG .

14



Proof: E⊤E ∈ PG means
∃α, β > 0 : αIn ≤G E(·)⊤E(·) ≤G βIn. (5.8)

We have to show that
∃ p1, p2 > 0 : p1In ≤EG P (·) ≤EG p2In (5.9)

is equivalent to
∃ q1, q2 > 0 : q1In ≤G E(·)⊤P (·)E(·) ≤G q2In . (5.10)

“⇒”: If (5.9) holds, then for any (t, x) ∈ G we have (t, E(t)x) ∈ EG and thus

p1 α ‖x‖2
(5.8)

≤ p1 ‖E(t)x‖2
(5.9)

≤ x⊤E(t)⊤P (t)E(t)x
(5.9)

≤ p2 ‖E(t)x‖2
(5.8)

≤ p2 β ‖x‖2 ,

whence (5.10).
“⇐”: If (5.10) holds, then for (t, x) ∈ EG we may choose y ∈ Rn such that (t, y) ∈ G and x = E(t)y.
Then

q1
β

‖x‖2 =
q1
β

(E(t)y)⊤(E(t)y)
(5.8)

≤ q1‖y‖2
(5.10)

≤ y⊤E(t)⊤P (t)E(t)y

= x⊤P (t)x
(5.10)

≤ q2 ‖y‖2
(5.8)

≤ q2
α

(E(t)y)⊤(E(t)y) =
q2
α

‖x‖2 .

Remark 5.6.

(i) By Remark 4.5(i), any exponentially stable time-invariant DAE (E,A) ∈
(

Rn×n
)2

is transfer-
able into SCF, i.e. any time-invariant DAE which satisfies the assumptions of Theorem 5.3 or
Theorem 5.4 (particularly the existence of a solution (P,Q) to (5.6)) is already transferable into
SCF.

(ii) If (E,A) ∈ C((τ,∞);Rn×n)2 satisfies the assumptions of Theorem 5.3 or Theorem 5.4, then
(E,A) is not necessarily transferable into SCF. To see this, consider system (4.5) discussed in
Remark 4.5(ii). ⋄

Remark 5.7. Consider the simple DAE

h(t)ẋ = −h(t)x, (5.11)

where h ∈ C(R;R) such that h(t) 6= 0 for all t ∈ R \ {0} and h(0) = 0. (5.11) is not transferable
into SCF which can be seen by applying the same argument as in Remark 4.5(ii). The only global
solution to (5.11), x(t0) = x0 ∈ R, t0 ∈ R, is t 7→ e−(t−t0)x0. Therefore (5.11) is exponentially stable.
However, (5.11) does not satisfy the assumptions of Theorem 5.3 since for any P ∈ C(R;R) we have
h(0)2P (0) = 0. ⋄

To overcome the shortcoming described in Remark 5.7, we may generalize Theorem 5.2 and Theo-
rem 5.3 on a discrete set I ⊆ (τ,∞), i.e. I ∩K contains only finitely many points for every compact
set K ⊆ (τ,∞). To keep the formulation close to Theorem 5.2 and Theorem 5.3, we introduce the
(rather technical) notation for (E,A) ∈ C((τ,∞);Rn×n)2 and k ∈ N0:

V is an almost
Lyapunov function

:⇐⇒ V : G(E,A) → R and there exists as discrete set I ⊆ (τ,∞): V
satisfies (5.2) and
∃ ℓ1, ℓ2 > 0 ∀ t ∈ (τ,∞) \ I ∀x ∈ G(E,A)(t) :

ℓ1‖x‖2 ≤ V (t, x) ≤ ℓ2‖x‖2
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Q
ae∈ PG(E,A) :⇐⇒ there exists as discrete set I ⊆ (τ,∞): domQ = (τ,∞) \ I, Q ∈

C((τ,∞) \ I;Rn×n), Q = Q⊤,
∃ q1, q2 > 0 ∀ t ∈ (τ,∞) \ I ∀x ∈ G(E,A)(t) :

q1‖x‖2 ≤ x⊤Q(t)x ≤ q2‖x‖2

P
ae∈ Ck((τ,∞);Rn×n) :⇐⇒ there exists as discrete set I ⊆ (τ,∞): domP = (τ,∞) \ I and

P ∈ Ck((τ,∞) \ I;Rn×n)

Theorem 5.8 (Sufficient conditions for exponential stability). The following implications hold for any
DAE (E,A) ∈ C((τ,∞);Rn×n)2 (write G := G(E,A) for brevity):

(i) If Q
ae∈ PG, P

ae∈ C((τ,∞);Rn×n) such that E⊤PE
ae∈

(

PG ∩ C1((τ,∞);Rn×n)
)

and E⊤PE is
extendable to a continuously differentiable function on (τ,∞) and (5.6) is satisfied in all points
in the joint domain of all functions involved, then V as in (5.5) is an almost Lyapunov function
for (E,A).

(ii) If V : G(E,A) → R is any almost Lyapunov function for (E,A), then

∃α, β > 0 ∀ (t0, x0) ∈ (τ,∞)× Rn ∀x(·) ∈ GE,A(t
0, x0) ∀ t ≥ t0 : ‖x(t)‖ ≤ α e−β(t−t0)‖x0‖.

Proof: The proof is very similar to the proofs of Theorem 5.2 and Theorem 5.3: Some care must be
exercised on the discrete set, so the inequalities must be derived on the open set domx ) [t0,∞) (to
avoid problems in the case t0 ∈ I) and most of them hold only almost everywhere; however, in case
of (i), the assumption yields that V (·, x(·)) is continuously differentiable on domx, and thus the final
inequality can be extended to all of [t0,∞). The details are omitted for brevity.

Theorem 5.8 generalizes the results of Theorem 5.2, Theorem 5.3 and Theorem 5.4 considerably;
isolated singular points as in Example (5.11) are resolved.

Example 5.9. Revisit Example (5.11). Define I := {0} and P : R \ {0} → R, t 7→ 1
2h(t)2

and Q = 1.

Then h(t)2P (t) = 1
2 for all t ∈ R\{0} and hence h(·)2P (·) is extendable to a continuously differentiable

function on R. Furthermore, invoking G(E,A) = R× R,

∀ t ∈ R \ {0} : −2h(t)2P (t) + d
dt

(

h(t)2P (t)
)

= −1 = −Q(t).

Now all assumptions of Theorem 5.8(i) are satisfied and exponential stability of (5.11) may be de-
duced. ⋄

5.2 Stability for systems transferable into SCF

In this section we derive, for systems (E,A) which are transferable into SCF, a variant of Theorem 5.3
(and Theorem 5.4) and also give the converse of the stability theorem.
Some notation is convenient:

EVE,A := { (t, x) ∈ (τ,∞)× Rn | x ∈ E(t)VE,A(t) } , (E,A) ∈ C((τ,∞);Rn×n)2 .

Proposition 3.3 yields, for DAEs (E,A) transferable into SCF, that

VE,A = G(E,A) and EVE,A = EG(E,A) .
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If the DAE (E,A) is transferable into SCF as in (3.2), then the Lyapunov equation (5.6) may be
generalized to

A(·)⊤P (·)E(·) + E(·)⊤P (·)A(·) + d
dt

(

E(·)⊤P (·)E(·)
)

=VE,A
−Q(·) (5.12)

and the candidate for the solution P is

P : (τ,∞) → Rn×n, t 7→ S(t)⊤T (t)⊤
∫∞
t U(s, t)⊤Q(s)U(s, t) ds T (t)S(t) (5.13)

where U(·, ·) denotes the generalized transition matrix of (E,A), see (3.3).

We are now in the position to state the main result of this section.

Theorem 5.10 (Necessary and sufficient conditions for exponential stability of systems transferable
into SCF). For any (E,A) ∈ C((τ,∞);Rn×n)2 transferable into SCF as in (3.2) (write V = VE,A and
EV = EVE,A for brevity) we have:

(i) If (P,Q) ∈ C((τ,∞);Rn×n)×PV solves (5.12) and E⊤PE ∈ PV ∩ C1((τ,∞);Rn×n), then (E,A)
is exponentially stable.

(ii) Let E be continuously differentiable and E⊤E ∈ PV . If (P,Q) ∈
(

PEV∩ C1((τ,∞);Rn×n)
)

× PV

solves (5.12), then (E,A) is exponentially stable.

(iii) Let E, N ∈ C1((τ,∞);Rn×n), E⊤E ∈ PV , and E and Ė+A be bounded. If (E,A) is exponentially
stable, then for any Q ∈ PV the function P as in (5.13) is a solution to (5.12), furthermore
E⊤PE ∈ PV ∩ C1((τ,∞);Rn×n).

(iv) Let E, S ∈ C1((τ,∞);Rn×n), E⊤E ∈ PV , and E and Ė+A be bounded. If (E,A) is exponentially
stable, then for any Q ∈ PV the function P as in (5.13) is a continuously differentiable solution
to (5.12), furthermore P ∈ PEV .

Proof: (i): This follows from Theorem 4.6(iii), Theorem 5.2, Theorem 5.3 and VE,A = G(E,A).
(ii): This follows from Theorem 4.6(iii), Theorem 5.2, Theorem 5.4 and VE,A = G(E,A).
(iii): The assumption Q,E⊤E ∈ PV means

∃ q1, q2 > 0 : q1In ≤V Q(·) ≤V q2In, ∃ e1, e2 > 0 : e1In ≤V E(·)⊤E(·) ≤V e2In. (5.14)

Step 1 : Let (t0, x0) ∈ (τ,∞)× Rn be arbitrary and T > t0. Set
[

v
w

]

:= S(t0)x0, v ∈ Rn1 , w ∈ Rn2 , and y0 := T (t0)

[

v
0

]

∈ VE,A(t
0).

Then

∀ s > τ : U(s, t0)T (t0)

[

0
w

]

= T (t0)

[

ΦJ(s, t
0) 0

0 0

] [

0
w

]

= 0, (5.15)

and since U(s, t0)y0 ∈ VE,A(s), Theorem 4.6(iii) yields

(x0)⊤S(t0)⊤T (t0)⊤
∫ T

t0
U(s, t0)⊤Q(s)U(s, t0) ds T (t0)S(t0)x0

(5.15)
=

∫ T

t0
(U(s, t0)y0)⊤Q(s)(U(s, t0)y0) ds

(5.14)

≤
∫ T

t0
q2(U(s, t0)y0)⊤(U(s, t0)y0) ds

Thm. 4.6(iii)

≤ q2

∫ T

t0
α2e−2β(s−t0)‖y0‖2 ds =

q2α
2

2β
‖y0‖2

(

1− e−2β(T−t0)
)

.
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Taking the limit for T → ∞ yields existence of P (t0).
Step 2 : We show that E(·)⊤P (·)E(·) ≤V cIn for some c > 0.

Let (t, x) ∈ V. Then x = T (t)

[

v
0

]

for some v ∈ Rn1 and therefore

x⊤E(t)⊤P (t)E(t)x

(3.2)
= [v⊤, 0]T (t)⊤T (t)−⊤

[

In1
0

0 N(t)⊤

]

S(t)−⊤P (t)S(t)−1

[

In1
0

0 N(t)

]

T (t)−1T (t)

[

v
0

]

= [v⊤, 0]T (t)⊤
∫ ∞

t
U(s, t)⊤Q(s)U(s, t) ds T (t)

[

v
0

]

=

∫ ∞

t
(U(s, t)x)⊤Q(s)(U(s, t)x) ds .

We may conclude, similar to Step 1,

x⊤E(t)⊤P (t)E(t)x ≤ q2α
2

2β
‖x‖2,

and since (t, x) ∈ V the claim follows.
Step 3 : We may write, for all t > τ ,

E(t)⊤P (t)E(t)

(3.2)
= T (t)−⊤

[

In1
0

0 N(t)⊤

]

T (t)⊤
∫ ∞

t
U(s, t)⊤Q(s)U(s, t) ds T (t)

[

In1
0

0 N(t)

]

T (t)−1, (5.16)

and since Q and U(·, ·) are continuous and T and N are continuously differentiable, E⊤PE is contin-
uously differentiable.
Furthermore, P is symmetric due to symmetry of Q, and therefore E⊤PE is symmetric.
Step 4 : We show that cIn ≤V E(·)⊤P (·)E(·) for some c > 0. Boundedness of E and Ė +A means

∃ cE , cA > 0 ∀ t > τ : ‖E(t)‖ ≤ cE ∧
∥

∥

∥
Ė(t) +A(t)

∥

∥

∥
≤ cA.

For arbitrary (t, x0) ∈ V and x(·) := U( ·, t)x0, we find

∀ s > τ : d
ds (E(s)x(s)) = Ė(s)x(s) + E(s)ẋ(s) =

(

Ė(s) +A(s)
)

x(s), (5.17)

and

0 ≤ ‖E(s)x(s)‖ ≤ cE‖U(s, t)x0‖ Thm. 4.6(iii)−→
s→∞

0. (5.18)

Therefore

(x0)⊤E(t)⊤P (t)E(t)x0 =

∫ ∞

t
x(s)⊤Q(s)x(s) ds ≥

∫ ∞

t
q1x(s)

⊤x(s) ds

≥ q1

∫ ∞

t

‖E(s)‖ ‖Ė(s) +A(s)‖
cEcA

x(s)⊤x(s) ds ≥ q1
cEcA

∫ ∞

t

∣

∣

∣
(E(s)x(s))⊤(Ė(s) +A(s))x(s)

∣

∣

∣
ds

(5.17)

≥ q1
cEcA

∣

∣

∣

∣

∫ ∞

t
(E(s)x(s))⊤

(

d
ds(E(s)x(s))

)

ds

∣

∣

∣

∣

=
q1

cEcA

∣

∣

∣

∣

∫ ∞

t

1

2
d
ds

(

(E(s)x(s))⊤(E(s)x(s))
)

ds

∣

∣

∣

∣

=

∣

∣

∣

∣

q1
2cEcA

‖E(s)x(s)‖2
∣

∣

∞

t

∣

∣

∣

∣

(5.18)
=

q1
2cEcA

‖E(t)U(t, t)x0‖2

Prop. 3.3 (v)
=

q1
2cEcA

‖E(t)x0‖2
(5.14)

≥ q1e1
2cEcA

‖x0‖2 ,
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and the claim follows.

Step 5 : Let (t, x0) ∈ V and x0 = T (t)

[

v
0

]

for some v ∈ Rn1 . First note that

d
dt

(

T (t)S(t)E(t)
)

x0

=

(

Ṫ (t)

[

In1
0

0 N(t)

]

T (t)−1 + T (t)

[

0 0

0 Ṅ(t)

]

T (t)−1 + T (t)

[

In1
0

0 N(t)

]

d
dt

(

T (t)−1
)

)

x0

(3.4)
= Ṫ (t)

[

In1
0

0 N(t)

] [

v
0

]

+ T (t)

[

0 0

0 Ṅ(t)

] [

v
0

]

− T (t)

[

In1
0

0 N(t)

]

T (t)−1Ṫ (t)

[

v
0

]

=

(

I − T (t)

[

In1
0

0 N(t)

]

T (t)−1

)

Ṫ (t)

[

v
0

]

= T (t)

[

0 0
0 In2

−N(t)

]

T (t)−1Ṫ (t)

[

v
0

]

gives
∀ s ≥ t : U(s, t) d

dt

(

T (t)S(t)E(t)
)

x0 = 0. (5.19)

Now the statement (5.12) follows from

(x0)⊤ d
dt

(

E(t)⊤P (t)E(t)
)

x0

(5.19)
= (T (t)S(t)E(t)x0)⊤ d

dt

[∫∞
t U(s, t)⊤Q(s)U(s, t) ds

]

(T (t)S(t)E(t)x0)

Prop. 3.4(ii)
= (x0)⊤

[∫∞
t

d
dt

(

U(s, t)⊤Q(s)U(s, t)
)

ds − U(t, t)⊤Q(t)U(t, t)
]

x0

Prop. 3.3(v)
=

Prop. 3.3(vi)
−(x0)⊤

∫∞
t

[

U(s, t)⊤Q(s)U(s, t)T (t)S(t)A(t) + (U(s, t)T (t)S(t)A(t))⊤Q(s)U(s, t)
]

ds x0

−(x0)⊤ Q(t)x0

Prop. 3.4(ii)
= −(x0)⊤E(t)⊤P (t)A(t)x0 − (x0)⊤A(t)⊤P (t)E(t)x0 − (x0)⊤ Q(t)x0.

This proves the claim.
(iv): Since S is continuously differentiable by assumption it follows that P is continuously differen-
tiable. Symmetry of P is obvious. As shown in (iii) it holds E⊤PE ∈ PV and therefore Lemma 5.5
yields P ∈ PEV . That (5.12) is satisfied has also been proved in (iii).

A careful inspection of the proof of Theorem 5.10 yields the following corollary.

Corollary 5.11. For any exponentially stable (E,A) ∈ C((τ,∞);Rn×n)2 transferable into SCF as
in (3.2) (write V = VE,A for brevity), Q ∈ C((τ,∞);Rn×n) such that Q(·) ≤V q2In for some q2 > 0,
and E, N continuously differentiable, the following statements hold true:

(i) P as in (5.13) is well-defined and solves (5.12), E⊤PE is continuously differentiable and
E(·)⊤P (·)E(·) ≤V r2In for some r2 > 0.

(ii) If Q is symmetric, then P is symmetric.

(iii) If S is continuously differentiable, then P is continuously differentiable.

(iv) If E and Ė +A are bounded and there exist e1, q1 > 0 such that E(·)⊤E(·) ≥V e1In and
Q(·) ≥V q1In, then E(·)⊤P (·)E(·) ≥V r1In for some r1 > 0.
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Remark 5.12 (Positivity of E⊤E). The positivity assumption E⊤E ∈ PVE,A
in Theorem 5.10 does

not automatically hold for DAEs transferable into SCF – as it may be expected in view of Proposi-
tion 3.4(iii) which implies that E⊤E ∈ PVE,A

holds true for time-invariant DAEs. We give a coun-
terexample: Consider the DAE (E,A) given by

E(t) =

[

1
t2

0
0 0

]

, A(t) =

[

1
t2
+ 1

t3
0

0 1

]

, for t > τ := 0,

which is transferable into SCF

(E,A)
S,T∼

([

1 0
0 0

]

,

[

1 0
0 1

])

for S(t) = T (t) =

[

t 0
0 1

]

∈ C1((0,∞);Gl2(R)).

Let t0 > τ and x0 ∈ VE,A(t
0) = im

[

t0

0

]

. Then x0 =

[

αt0

0

]

for some α ∈ R and

‖E(t0)x0‖ =

∥

∥

∥

∥

[

α
t0

0

]
∥

∥

∥

∥

=
|α|
t0

−→
t0→∞

0 .

Therefore,
∃ e1 > 0 : e1In ≤VE,A

E(·)⊤E(·)
does not hold true. ⋄

Remark 5.13 (Time-invariant case). Consider time-invariant DAEs (E,A) ∈ (Rn×n)2 which are
transferable into SCF. Then by [5, Prop. 2.3], the pencil sE − A is regular and t 7→ VE,A(t) =: V∗

E,A

is constant. In view of Proposition 3.4(iii), the assumption E⊤E ∈ PVE,A
is always fulfilled; and

Lemma 5.5 yields
P ∈ PEVE,A

⇐⇒ E⊤PE ∈ PVE,A
.

Hence in the time-invariant case, Theorem 5.10 (i) and (ii) say the same and so do Theorem 5.10 (iii)
and (iv).
Theorem 5.10 (ii) considered for time-invariant systems is an improvement of [37, Thm. 4.6], since
Stykel does not consider the restriction of the generalized Lyapunov equation to the set VE,A. Although
[37, Thm. 4.15 & Rem. 4.16] shows uniqueness of the solution, Corollary 5.11 is still a generalization
of these results: the matrix Pr (notation from [37]) is a projector onto V∗

E,A, and hence “G positive

definite” means P⊤
r GPr ∈ PVE,A

. The uniqueness condition for the solution of the generalized Lyapunov
equation given in [37, Thm. 4.15] is generalized in Corollary 5.17. ⋄

We now show that the solution P of the Lyapunov equation (5.12) is, under appropriate assump-
tions, unique on EVE,A. Note that symmetry of P or Q are not required and asymptotic stability of
(E,A) is sufficient. However, to ensure existence of a solution, exponential stability is necessary: see
Corollary 5.17.

Proposition 5.14 (Unique solution of the Lyapunov equation). For any asymptotically stable (E,A) ∈
C((τ,∞);Rn×n)2 which is transferable into SCF as in (3.2) we have: If Q ∈ C((τ,∞);Rn×n) and
P1, P2 ∈ C((τ,∞);Rn×n) solve (5.12) such that E⊤PiE ∈ C1((τ,∞);Rn×n) for i = 1, 2 and

∀ i ∈ {1, 2} ∃αi, βi > 0 : αiIn ≤VE,A
E(·)⊤Pi(·)E(·) ≤VE,A

βiIn , (5.20)

then P1(·) =EVE,A
P2(·).
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Proof: Differentiation of

∆(t) := U(t, s)⊤E(t)⊤[P1(t)− P2(t)]E(t)U(t, s), t ≥ s > τ

yields

∆̇(t) = (E(t) d
dtU(t, s))⊤[P1(t)− P2(t)]E(t)U(t, s) + U(t, s)⊤ d

dt

(

E(t)⊤[P1(t)− P2(t)]E(t)
)

U(t, s)

+ U(t, s)⊤E(t)⊤[P1(t)− P2(t)]E(t) d
dtU(t, s)

Prop. 3.3 (i)
= (A(t)U(t, s))⊤[P1(t)− P2(t)]E(t)U(t, s) + U(t, s)⊤ d

dt

(

E(t)⊤[P1(t)− P2(t)]E(t)
)

U(t, s)

+ U(t, s)⊤E(t)⊤[P1(t)− P2(t)]A(t)U(t, s)

(5.12)
= 0 ,

where for the bottom equality we have used that U(t, s)x ∈ VE,A(t) for all x ∈ Rn by Proposition 3.3 (ii).
Hence ∆(·) must be constant. Proposition 3.3 (ii) yields

∀ t ≥ s : α1U(t, s)⊤U(t, s)− β2U(t, s)⊤U(t, s)

(5.20)

≤ U(t, s)⊤E(t)⊤P1(t)E(t)U(t, s) − U(t, s)⊤E(t)⊤P2(t)E(t)U(t, s)

= ∆(t)
(5.20)

≤ β1U(t, s)⊤U(t, s)− α2U(t, s)⊤U(t, s) .

Since (E,A) is asymptotically stable we find, as in the proof of Theorem 4.6(ii),

lim
t→∞

U(t, s) = 0, and so lim
t→∞

∆(t) = 0.

Hence we get ∆(·) = 0, i.e. (E(s)U(s, s)x)⊤[P1(s) − P2(s)](E(s)U(s, s)x) = 0 for all x ∈ Rn, or
equivalently,

∀x ∈ VE,A(s) : x⊤E(s)⊤[P1(s)− P2(s)]E(s)x = 0.

Remark 5.15 (Non-uniqueness of P ). We show that the solution of (5.12) is in general not unique:
Let

E(t) =

[

1 0
0 0

]

, A(t) =

[

−1 0
0 et

]

, t ∈ R.

Then (E,A) is transferable into SCF by S(t) =

[

1 0
0 e−t

]

, t ∈ R, and T = I. Hence n1 = n2 = 1

and VE,A = R × im

[

1
0

]

= EVE,A. Then, for Q = I and any p ∈ C(R;R) the continuous function

P : R → R2, t 7→
[

1/2 0
0 p(t)

]

solves (5.12) and fulfills E⊤PE ∈ C1(R;R2×2) ∩ PG . ⋄

Remark 5.16 (Uniqueness condition). By Proposition 5.14, the uniformly bounded solution of the
Lyapunov equation (5.12) is unique on EVE,A. To obtain a unique solution on all of (τ,∞) × Rn,
we are somehow free to choose the behaviour of P on (τ,∞) × Rn \ EVE,A. Choose, for instance,
V : (τ,∞) → Rn×n such that im V (t) = VE,A(t) for all t > τ , and let Q,P1, P2 be as in Proposition 5.14
and (E,A) be asymptotically stable. Then we have:

[

∀ i ∈ {1, 2} ∀ t > τ : Pi(t) = (E(t)V (t))⊤Pi(t)(E(t)V (t))
]

=⇒
[

∀ t > τ : P1(t) = P2(t)
]

.

The implication is a consequence of Proposition 5.14 which gives P1 =EV P2, i.e. (E(t)V (t))⊤[P1(t)−
P2(t)](E(t)V (t)) = 0 for any t > τ . ⋄
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However, the following corollary shows that uniqueness of P is guaranteed under additional assump-
tions. Note that symmetry of P or Q is not required.

Corollary 5.17. Let (E,A) be exponentially stable, transferable into SCF as in (3.2), and satisfy:
E, N are continuously differentiable, E, Ė + A are bounded, E⊤E ∈ PVE,A

. Then, for any Q ∈
C((τ,∞);Rn×n) such that q1In ≤VE,A

Q(·) ≤VE,A
q2In for some q1, q2 > 0, P as in (5.13) is the unique

solution of

A(·)⊤P (·)E(·) + E(·)⊤P (·)A(·) + d
dt

(

E(·)⊤P (·)E(·)
)

=VE,A
−Q(·),

∀ t > τ :

(

S(t)−1

[

In1
0

0 0

]

S(t)

)⊤

P (t)

(

S(t)−1

[

In1
0

0 0

]

S(t)

)

= P (t),

∃ p1, p2 > 0 : p1In ≤VE,A
E(·)⊤P (·)E(·) ≤VE,A

p2In,

P ∈ C((τ,∞);Rn×n), E⊤PE ∈ C1((τ,∞);Rn×n).















































(5.21)

Proof: Similar to the proof of Theorem 5.10 (iii) it follows that P (t) exists for all t > τ , E⊤PE
is continuously differentiable, P solves (5.12) and p1In ≤VE,A

E(·)⊤P (·)E(·) ≤VE,A
p2In for some

p1, p2 > 0. Furthermore, since

U(s, t)T (t)S(t)

(

S(t)−1

[

In1
0

0 0

]

S(t)

)

= T (s)

[

ΦJ(s, t) 0
0 0

]

T (t)−1T (t)

[

In1
0

0 0

]

S(t) = T (s)

[

ΦJ(s, t) 0
0 0

]

S(t) = U(s, t)T (t)S(t)

for all s, t > τ , the second condition in (5.21) is satisfied and therefore P solves (5.21).
It remains to show that P is unique. Choose V (t) = U(t, t) for t > τ and observe that imV (t) =
VE,A(t), t > τ , and

∀ t > τ : E(t)V (t) =

(

S(t)−1

[

In1
0

0 N(t)

]

T (t)−1T (t)

[

In1
0

0 0

]

T (t)−1

)

=

(

S(t)−1

[

In1
0

0 0

]

T (t)−1

)

= S(t)−1

[

In1
0

0 0

]

S(t),

and thus Proposition 5.14 together with Remark 5.16 yield that P is the unique solution of (5.21).

Acknowledgement: We are indebted to our colleagues Roswitha März (Humboldt University Berlin)
and Eugene P. Ryan (University of Bath) for some constructive discussions.
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