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Abstract
We show that Funnel MPC, a novel Model Predictive Control (MPC) scheme, allows tracking of smooth
reference signals with prescribed performance for nonlinear multi-input multi-output systems of relative
degree one with stable internal dynamics. The optimal control problem solved in each iteration of Funnel
MPC resembles the basic idea of penalty methods used in optimization. To this end, we present a new stage
cost design to mimic the high-gain idea of (adaptive) funnel control. We rigorously show initial and recursive
feasibility of Funnel MPC without imposing terminal conditions or other requirements like a sufficiently long
prediction horizon.

Key words: model predictive control, funnel control, reference tracking, nonlinear systems, initial feasibility, recursive feasi-
bility
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1 Introduction
Model Predictive Control (MPC) is a well-established control technique which relies on the iterative solution
of Optimal Control Problems (OCPs), see the textbooks [11, 24]. Thanks to its applicability to multi-input
multi-output nonlinear systems and its ability to take control and state constraints directly into account, it is
nowadays widely used and has seen various applications; see e.g. [23].

A key property for applying MPC is recursive feasibility, meaning that solvability of the OCP at a particular
time instant automatically implies solvability of the OCP at the successor time instant. Often, suitably designed
terminal conditions (costs and constraints) are incorporated in the iteratively solved OCP to ensure recursive
feasibility, see e.g. [24] and the references therein. However, such (artificially introduced) terminal conditions
complicate the task of finding an initially-feasible solution by imposing additional state constraints. As a
consequence, the domain of the MPC feedback controller might become significantly smaller. An alternative
approach, which is based on so-called cost controllability [7], is using a sufficiently-long prediction horizon, see
e.g. [5] and the references therein or [9] for an extension to continuous-time systems. It is worth to be noted that
both techniques become significantly more involved in the presence of time-varying state (or output) constraints.

To overcome the outlined restrictions for a large system class, Funnel MPC (FMPC) was proposed in [3],
which allows for reference tracking such that the tracking error evolves in a pre-specified, potentially time-
varying performance funnel. To this end, output constraints were incorporated in the OCP. Then, both initial
and recursive feasibility were rigorously shown by using properties of the system class in consideration – without
imposing additional terminal conditions and independent of the length of the prediction horizon. Moreover, the
range of applied control values and the overall performance were further improved by using a “funnel-like” stage
cost, which penalises the tracking error and becomes infinite when approaching the funnel boundary.

In the present paper, we show that such funnel-inspired stage costs (slightly modified compared to its prede-
cessor proposed in [3]) automatically ensure initial and recursive feasibility for a class of nonlinear systems with
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relative degree one and, in a certain sense, input-to-state stable internal dynamics without adding the (artificial)
output constraints used in [3]. To this end, novel optimization-based arguments are employed, which somehow
resemble ideas underlying penalty methods. We are convinced that, in principle, similar techniques may be
used to extend the presented analysis to systems with higher relative degree. This conjecture is substantiated
by numerical simulations, for which FMPC shows superior performance compared to both MPC with quadratic
stage cost and funnel control.

The novel stage cost used in FMPC is inspired by funnel control. The latter is a model-free output-error
feedback of high-gain type introduced in 2002 by [14], see also the recent work [2] for a comprehensive literature
overview. The funnel controller is adaptive, inherently robust and allows reference tracking for a fairly large
class of systems solely invoking structural assumptions, i.e. stable internal dynamics, known relative degree
with a sign-definite high-frequency gain matrix. Most importantly, tracking is achieved within a prescribed
funnel, that means a prescribed transient behaviour is guaranteed. The funnel controller proved useful for
tracking problems in various applications such as temperature control of chemical reactor models [15], control of
industrial servo-systems [12], underactuated multibody systems [4] and DC-link power flow control [27]. Since
funnel control, contrary to MPC, does not use a model of the system, the controller only reacts on the current
system state and cannot “plan ahead”. This often results in high control values and a rapidly changing control
signal with peaks. Furthermore, the controller requires a high sampling rate to stay feasible, see e.g. [3]. In
applications, this results in quite demanding hardware requirements.

Instead of guaranteeing that the output signal always evolves within predefined boundaries, previous results
for reference tracking with MPC mostly focus on ensuring asymptotic stability of the tracking error, see e.g. [1,
18]. These approaches usually modify the optimization problem by adding terminal constraints. In [1] and [18]
asymptotic stability of the tracking error is guaranteed by designing terminal sets and terminal costs around a
specific reference signal. A tracking MPC scheme without such constraints is studied in [17]. The theoretical
results for this scheme rely on utilizing a sufficiently long prediction horizon instead. In order to ensure reference
tracking in the presence of disturbances or dynamic uncertainties, tube-based robust MPC schemes use tubes
around the reference signal which always confine the actual system output, see e.g. [10,19,21,22]. These tubes
encompass the uncertainties of the system and can usually not be arbitrarily chosen a priori. By adding terminal
costs, terminal sets and constraints to the optimization problem it is ensured that the system output always
evolves within these tubes. In [28, 33] complex nonlinear incremental Lyapunov functions and a corresponding
incrementally stabilizing feedback is calculated offline in order to ensure that the control objective is satisfied.
For linear systems the tracking of a reference signal within constant bounds is studied in [8]. This procedure relies
on the calculation of robust control invariant (RCI) sets in order to ensure that state, input and performance
constraints are met. An extension of this approach which also accounts for external disturbances can be found
in [34]. These RCI sets, however, are not trivial to calculate for a given system and the algorithm proposed
in [8] may in general not terminate in finite time. Barrier function based MPC (see e.g. [32]) follows a similar
idea as FMPC. This approach also uses, as part of the cost function, a term which diverges to infinity for
states converging to the boundary of a given set. However, utilizing terminal conditions (costs and constraints)
remains necessary in order to ensure recursive feasibility and that constraints are met. By using a different kind
of cost function, FMPC can circumvent this disadvantage.

By combining ideas from funnel control with MPC, the resulting Funnel MPC allows tracking of sufficiently
smooth reference signals for nonlinear multi-input multi-output systems of relative degree one within a prescribed
performance funnel. FMPC circumvents the shortcomings of both approaches and enables us to benefit from
the best of both worlds: guaranteed feasibility (funnel control), a (slightly) enlarged system class (regularity of
the high gain matrix is sufficient), and superior performance (MPC).

The present paper is organized as follows. We start by formulating the considered control problem and
the MPC algorithm in Section 2. After presenting the considered system class and detailing our structural
assumptions, we present the main result of this paper. By using a “funnel-like” stage cost function, it is
possible to track a reference signal within a prescribed funnel with MPC and guarantee initial and recursive
feasibility for any prediction horizon and without any terminal or output constraints. After presenting simula-
tions and promising preliminary results of numerical experiments on an extension of FMPC in Section 3, we
carry out the proof of the main result over several steps in Section 4. Finally, conclusions are drawn in Section 5.

Notation: N and R denote natural and real numbers, respectively. N0 := N ∪ {0} and R≥0 := [0,∞).
‖·‖ denotes a norm in Rn. ‖A‖ denotes the induced operator norm ‖A‖ := sup‖x‖=1 ‖Ax‖ for A ∈ Rn×m.
GLn(R) is the group of invertible Rn×n matrices. Cp(V,Rn) is the linear space of p-times continuously
differentiable functions f : V → Rn, where V ⊂ Rm and p ∈ N0 ∪ {∞}. C(V,Rn) := C0(V,Rn). On an

2



interval I ⊂ R, L∞(I,Rn) denotes the space of measurable essentially bounded functions f : I → Rn with
norm ‖f‖∞ := ess supt∈I ‖f(t)‖, L∞loc(I,R

n) the space of locally bounded measurable functions, and Lp(I,Rn)
the space of measurable p-integrable functions with norm ‖·‖Lp and with p ∈ N. Further, W k,∞(I,Rn) is the
Sobolev space of all k-times weakly differentiable functions f : I → Rn such that f, . . . , f (k) ∈ L∞(I,Rn).

2 Problem formulation and structural assumptions
We consider control affine multi-input multi-output systems

ẋ(t) = f(x(t)) + g(x(t))u(t), x(t0) = x0,

y(t) = h(x(t)),
(1)

with t0 ∈ R≥0, x0 ∈ Rn, functions f ∈ C1(Rn,Rn), g ∈ C1(Rn,Rn×m), h ∈ C2(Rn,Rm), and control input
function u ∈ L∞loc(R≥0,Rm). Note that both output y and input u have the same dimension. Due to the fact
that the input u does not have to be continuous, we use the generalised notion of Carathéodory solutions for
ordinary differential equations, i.e., a function x : [t0, ω) → Rn, ω > t0, with x(t0) = x0 is a solution of (1),
if it is absolutely continuous and satisfies the ODE in (1) for almost all t ∈ [t0, ω). A (Carathéodory) solution
x : [t0, ω)→ Rn is global, if ω =∞ and x is a solution of (1) on [t0, T ) for all T > t0. A solution x is said to be
maximal, if it has no right extension that is also a solution. Any maximal solution of (1) is called the response
associated with u and denoted by x(·; t0, x0, u). The response is unique since the right-hand side of (1) is locally
Lipschitz in x, cf. [31, § 10, Thm. XX].

2.1 Control objective
Our objective is to design a control strategy which allows reference tracking of a given reference trajectory yref ∈
W 1,∞(R≥0,R

m) within pre-specified error bounds. To be more precise, the tracking error t 7→ e(t) := y(t) −
yref(t) shall evolve within the prescribed performance funnel

Fϕ := { (t, e) ∈ R≥0 ×Rm | ϕ(t) ‖e‖ < 1 } .

This funnel is determined by the choice of the function ϕ belonging to

G :=

{
ϕ ∈W 1,∞(R≥0,R)

∣∣∣∣ inf
t≥0

ϕ(t) > 0

}
,

see also Figure 1.

t

•

λ

(0, e(0)) 1/ϕ(t)

Figure 1: Error evolution in a funnel Fϕ with boundary 1/ϕ(t).

Note that boundedness of ϕ implies that there exists λ > 0 such that 1/ϕ(t) ≥ λ for all t ≥ 0. Therefore,
signals evolving in Fϕ are not forced to converge to 0 asymptotically. To achieve that the tracking error e
remains within Fϕ, it is necessary that the solution x of the system (1) evolves within the set

Dϕ := { (t, x) ∈ R≥0 ×Rn | ϕ(t) ‖h(x)− yref(t)‖ < 1 } .

To simplify notation we denote by Dϕt the second component of the set Dϕ at time t ∈ R≥0, meaning

Dϕt := { x ∈ Rn | ϕ(t) ‖h(x)− yref(t)‖ < 1 } . (2)

3



Remark 2.1. In many practical applications perfect tracking is neither possible nor desired. Usually, the
objective rather is to ensure the tracking error to be less than an (arbitrary small) prespecified constant after a
prespecified period of time and to guarantee that the error does not exceed this bound at a later time. Tracking
within a funnel, or in other words practical tracking, is advantageous since it allows tracking for system classes
where asymptotic tracking is not possible or requires – when compared to asymptotic tracking – much less
control effort. Note that the function ϕ is a design parameter, thus its choice is completely up to the designer.
Moreover, arbitrary funnel functions – and not restricted to constant or monotonous decreasing funnels – give the
user more flexibility in finding a suitable trade-off between tracking performance and control effort. Typically,
the specific application dictates the constraints on the tracking error and thus indicates suitable choices for ϕ.
During safety critical system phases, the funnel will be small, while during non-critical phases the funnel can
be widened again to reduce the control effort.

2.2 MPC with quadratic stage cost
The idea of Model Predictive Control (MPC) is, after measuring/obtaining the state x(t̂) = x̂ ∈ Rn (t̂ ≥ t0) at
the current time t̂, to repeatedly calculate a control function u? = u?(·; t̂, x̂) minimizing the integral of a state
cost ` on the time interval [t̂, t̂+ T ] for T > 0 and implement the computed optimal solution u? to system (1)
over an interval of length δ < T . T and δ are called the prediction horizon and time shift, respectively. It is
clear that necessarily the solution x(·; t̂, x̂, u) of the system (1) exists on the whole interval [t̂, t̂ + T ], i.e., u?
has to be an element of the set

UT (t̂, x̂) :=
{
u ∈ L∞([t̂, t̂+ T ],Rm)

∣∣ x(t; t̂, x̂, u) satisfies (1) for all t ∈ [t̂, t̂+ T ]
}
.

When solving the problem of tracking a reference signal yref , the stage cost

` : R≥0 ×Rn ×Rm → R, (t, x, u) 7→ ‖h(x)− yref(t)‖2 + λu ‖u‖2 (3)

with λu > 0 is usually used. While the term ‖h(x)− yref(t)‖2 penalises the distance of the output y = h(x) to
the reference signal yref , the term ‖u‖2 penalises the control effort. The parameter λu allows to adjust a suitable
trade-off between tracking performance and required control effort. Of course, if a reference input signal uref is
known, the second summand may be replaced by ‖u− uref(t)‖2. To guarantee that the tracking error e evolves
within the prescribed funnel one adds the additional constraint

∀ t ∈ [t̂, t̂+ T ] : ϕ(t) ‖y(t)− yref(t)‖ ≤ 1 (4)

to the optimization problem, cp. [3]. To ensure a bounded control signal, one additionally adds the constraint
‖u(t)‖ ≤M for a predefined constant M > 0.

Algorithm 2.2 (MPC).
Given: System (1), reference signal yref ∈W 1,∞(R≥0,R

m), funnel function ϕ ∈ G, M > 0, t0 ∈ R≥0, x0 ∈ Dϕt0 ,
and stage cost function ` as in (3).
Set the time shift δ > 0, the prediction horizon T ≥ δ, and the current time t̂ := t0.
Steps:

(a) Obtain a measurement of the state at time t̂ and set x̂ := x(t̂).

(b) Compute a solution u? ∈ L∞([t̂, t̂+ T ],Rm) of

minimize
u∈L∞([t̂,t̂+T ],Rm)

∫ t̂+T

t̂

`(t, x(t; t̂, x̂, u), u(t)) dt

subject to x(t; t̂, x̂, u) ∈ Dϕt ,
‖u(t)‖ ≤M.

(5)

(c) Apply the feedback law
µ : [t̂, t̂+ δ)×Rn → Rm, µ(t, x̂) = u?(t)

to system (1). Increase t̂ by δ and go to Step (a).
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2.3 Drawbacks of the MPC scheme 2.2
Although utilizing the stage cost ` in (3) and constraints (4) in Algorithm 2.2 might seem like a canonical choice
when solving the reference tracking problem with MPC, this approach has several drawbacks. In particular,
one has to guarantee initial and recursive feasibility of the MPC Algorithm 2.2. This means, it is necessary to
prove that the optimization problem (5) has initially (i.e., at t = t0) and recursively (i.e., at t = t0 + δn after n
steps of Algorithm 2.2) a solution. First of all, one has to show existence of an L∞-control u bounded byM > 0
which, if applied to a restricted system class of (1), guarantees that the tracking error e(t) = y(t) − yref(t)
evolves within the performance funnel, i.e.,

∀ t ∈ [t0, t0 + T ] : ϕ(t) ‖e(t)‖ = ϕ(t) ‖y(t)− yref(t)‖ < 1.

Or, formulating it slightly different, one has to show that for t0 ∈ R≥0, x0 ∈ Rn, M > 0, and T > 0 the set

UϕT (M, t0, x0) :=
{
u ∈ UT (t0, x)

∣∣ ∀ t ∈ [t0, t0 + T ] : x(t; t0, x0, u) ∈ Dϕt , ‖u‖∞ < M
}

(6)

is non-empty. Note that, for UϕT (M, t0, x0) 6= ∅, it is necessary that the initial error is contained in the interior
of the funnel, i.e., x0 ∈ Dϕt0 . Furthermore, one has to show that there exists a solution u? of the optimization
problem (5) and this solution is an element of UϕT (M, t0, x0).

To show recursive feasibility, it is further necessary to prove that after applying a solution u? of the optimal
control problem (5) at time t = t0+δn to the system (1) the optimization problem is still well defined at the next
time instant t̂ = t0 + δ(n+1), i.e., the set UϕT (M, t̂, x̂) is non-empty, where x̂ is the state of the system at time t̂.
To guarantee this recursive feasibility of the MPC scheme in consideration, a sufficiently long prediction horizon
T (see e. g. [5]) or suitable terminal constraints (see e.g. [24]) are usually required while initial feasibility (i.e.
UϕT (M, t0, x0) 6= ∅) is assumed. Moreover, the time-varying (state/output) constraints (4) in the optimization
problem (5) pose an additional challenge; both for the theoretical analysis and also from a numerical point of
view.

Remark 2.3. Note that for two functions ϕ,ψ ∈ G with ψ(t) ≥ ϕ(t) for all t ∈ [t0, t0 + T ], we have

UψT (M, t0, x0) ⊆ UϕT (M, t0, x0).

Before we show how to overcome these drawbacks by a new stage cost in Section 2.5, we introduce the class
of systems to which our approach is restricted.

2.4 System class
Throughout this work we assume that system (1) has known relative degree r = 1, i.e., the high-frequency gain
matrix

Γ(x) := (h′g) (x) ∈ GLm(R) ∀x ∈ Rn. (7)
Additionally, we assume that h−1(0) is diffeomorphic to Rn−m and the distribution1 x 7→ G(x) := im g(x)
is involutive, i.e., for all smooth vector fields ψ1, ψ2 : Rn → Rn with ψi(x) ∈ G(x) for all x ∈ Rn and
i = 1, 2 we have that the Lie bracket [ψ1, ψ2](x) = ψ′1(x)ψ2(x) − ψ′2(x)ψ1(x) satisfies [ψ1, ψ2](x) ∈ G(x) for all
x ∈ Rn. Note that for single-input, single-output systems (i.e., m = 1) the distribution G(x) is always involutive.
Then, by [6, Cor. 5.7] there exists a diffeomorphism Φ : Rn → Rn such that the coordinate transformation
(y(t), η(t)) = Φ(x(t)) puts the system into Byrnes-Isidori form

ẏ(t) = p (y(t), η(t)) + Γ
(
Φ−1 (y(t), η(t))

)
u(t), (y(t0), η(t0)) = (y0, η0) = Φ(x0), (8a)

η̇(t) = q (y(t), η(t)) , (8b)

where p ∈ C1(Rm×Rn−m,Rm) and q ∈ C1(Rm×Rn−m,Rn−m). Furthermore, we impose the following version
of a bounded-input, bounded-state (BIBS) condition on the internal dynamics (8b):

∀ c0 > 0 ∃ c1 > 0 ∀ t0 ∈ R≥0 ∀ η0 ∈ Rn−m ∀ y ∈ L∞loc([t0,∞),Rm) :∥∥η0∥∥ + ‖y‖∞ ≤ c0 =⇒
∥∥η(·; t0, η0, y)

∥∥
∞ ≤ c1, (9)

where (here and throughout the paper) η(·; t0, η0, y) : [t0,∞) → Rn−m denotes the unique global solution
of (8b). Here, the maximal solution η(·; t0, η0, y) of (8b) can indeed be extended to a global solution since it is
bounded by the BIBS condition (9), cf. [31, § 10, Thm. XX].

1By a distribution, we mean a mapping from Rn to the set of all subspaces of Rn.

5



Remark 2.4. If a stabilizing state feedback u = Fx is applied to a system of the form

ẋ(t) = Ax(t) +Bu(t), (10a)
η̇(t) = f(x(t), η(t)) (10b)

with controllable (A,B) ∈ Rn×n ×Rn×m and continuously differentiable function f : Rn ×R` → R`, then the
linear part (10a) can be estimated, for t ≥ 0 and a, κ > 0, by ‖x(t)‖ ≤ κe−at‖x(0)‖. Any prespecified a can
be realized by the choice of F . However, as stated by Sussmann and Kokotovic in [30], one cannot, in general,
choose F so as to make the number a large without making κ large as well. As first pointed out by Sussmann
in [29], the so called peaking-phenomenon can cause the nonlinear part (10b) of the system to have finite escape
time even if the system

η̇(t) = f(0, η(t))

has 0 as a global asymptotically stable equilibrium. The presumed BIBS condition (9) not only avoids this
problem, but is even more essential since our control objective is to guarantee that the system output y evolves
within the funnel around the reference signal yref. Without this assumption and even with perfect tracking, the
internal dynamics might (8b) be unbounded and thus cause an unbounded control effort, or worse, its solution
might even have finite escape time.

We summarize our assumptions and define the general system class to be considered.

Definition 2.5 (System class). We say that the system (1) belongs to the system class Nm, written (f, g, h) ∈
Nm, if it has global relative degree r = 1, h−1(0) is isomorphic to Rn−m, the distribution x 7→ im g(x) is
involutive, and the system satisfies the BIBS condition (9).

Remark 2.6. Relaxing standard requirements in funnel-control (see e.g. [2,14]), the high-frequency gain matrix
Γ(x) does not need to be sign-definite. We only require the much weaker assumption of Γ(x) being invertible.

We further emphasize that these structural assumptions are sufficient conditions for our results, but they
are not necessary. First promising preliminary simulation results show that Funnel MPC can also successfully
be applied to a more general system class (see Section 3.2).

2.5 Novel stage cost design
To overcome the drawbacks of the MPC scheme 2.2 outlined in Section 2.3, we propose for ϕ ∈ G, yref ∈
W 1,∞(R≥0,R

m), and design parameter λu ∈ R≥0 the new stage cost function

`ϕ : R≥0 ×Rn ×Rm → R ∪ {∞},

(t, x, u) 7→


1

1− ϕ(t)2 ‖h(x)− yref(t)‖2
− 1 + λu ‖u‖2 , ϕ(t) ‖h(x)− yref(t)‖ 6= 1

∞, else,

(11)

to be used in the MPC Algorithm 2.2 instead of ` from (3). The term 1
1−ϕ(t)2‖h(x)−yref (t)‖2

penalises the distance
of the tracking error to the funnel boundary, whereas the parameter λu again influences the penalization of the
control input. Note that we allow for λu = 0.

The cost function `ϕ is motivated by the following standard result on funnel control from [14, Thm. 7].

Proposition 2.7. Assume that (f, g, h) ∈ Nm, ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), t0 ∈ R≥0, and x0 ∈ Dϕt0 .

Further assume that the high-frequency gain matrix Γ(x) as in (7) is positive definite for all x ∈ Rn. Then the
application of the output feedback u(t) := µFC(t, y(t)) with

µFC(t, y) = −k(t, y)e(t, y), k(t, y) =
1

1− ϕ(t)2 ‖e(t, y)‖2
, e(t, y) = y − yref(t) (12)

to (1) leads to the closed-loop initial value problem

ẋ(t) = f(x(t))− g(x(t))
y(t)− yref(t)

1− ϕ(t)2 ‖y(t)− yref(t)‖2
, x(t0) = x0,

6



y(t) = h(x(t)),

which has a solution, every solution can be extended to a unique global solution x : [t0,∞)→ Rn, and x, u, y are
bounded with essentially bounded weak derivatives. The tracking error evolves uniformly within the performance
funnel, i.e.,

∃ ε > 0 ∀ t > 0 : ‖e(t)‖ ≤ ϕ(t)−1 − ε.

Remark 2.8. The following holds according to Proposition 2.7:

∀x0 ∈ Dϕt0 ∃M > 0 : UϕT (M, t0, x0) 6= ∅.

Note that in general the bound M depends on f, g, h, ϕ, and x0.

2.6 Main result
We are now in the position to define the Funnel MPC (FMPC) algorithm. It is the MPC Algorithm 2.2 without
the output constraint (4) and cost function ` as in (3) replaced by `ϕ as in (11).

Algorithm 2.9 (FMPC).
Given: System (1), reference signal yref ∈W 1,∞(R≥0,R

m), funnel function ϕ ∈ G, M > 0, t0 ∈ R≥0, x0 ∈ Dϕt0 ,
and stage cost function `ϕ as in (11).
Set the time shift δ > 0, the prediction horizon T ≥ δ and initialize the current time t̂ := t0.
Steps:

(a) Obtain a measurement of the state at t̂ and set x̂ := x(t̂).

(b) Compute a solution u? ∈ L∞([t̂, t̂+ T ],Rm) of the Optimal Control Problem (OCP)

minimize
u∈L∞([t̂,t̂+T ],Rm),

‖u‖∞≤M

∫ t̂+T

t̂

`ϕ(t, x(t; t̂, x̂, u), u(t)) dt (13)

(c) Apply the feedback law
µ : [t̂, t̂+ δ)×Rn → Rm, µ(t, x̂) = u?(t) (14)

to system (1). Increase t̂ by δ and go to Step (a).

We show that the Funnel MPC Algorithm 2.9 is initially and recursively feasible for every prediction horizon
T > 0. Application of FMPC to system (1) with (f, g, h) ∈ Nm guarantees tracking of a reference trajec-
tory yref ∈W 1,∞(R≥0,R

m) within a prescribed performance funnel defined by ϕ ∈ G.

Theorem 2.10. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), t0 ∈ R≥0 and

B ⊂ Dϕt0 be a bounded set. Then there exists M > 0 such that the FMPC Algorithm 2.9 with T > 0 and δ > 0 is
initially and recursively feasible for every x0 ∈ B, i.e., at time t̂ = t0 and at each successor time t̂ ∈ t0 + δN the
OCP (13) has a solution. In particular, the closed-loop system consisting of (1) and the FMPC feedback (14)
has a (not necessarily unique) global solution x : [t0,∞)→ Rn and the corresponding input is given by

uFMPC(t) = µ(t, x(t̂)), t ∈ [t̂, t̂+ δ), t̂ ∈ t0 + δN.

Furthermore, each global solution x with corresponding input uFMPC satisfies:

(i) ∀ t ≥ t0 : ‖uFMPC(t)‖ ≤M .

(ii) The error e = y − yref evolves within the funnel Fϕ, i.e., ‖e(t)‖ ≤ ϕ(t)−1 for all t ≥ t0.

Remark 2.11. (a) The OCP (13) has neither state nor terminal constraints. Nevertheless, application of the
FMPC Algorithm 2.9 to the system (1) ensures that a global solution of the closed-loop system exists and
the error evolves within the funnel. However, note that this solution is not unique in general. The reason
is that the solution of the OCP (13) found in each step may not be unique. The MPC algorithm has
to select a particular optimal control. In particular, Theorem 2.10 shows that the properties (i) and (ii)
are independent of the particular choice made within the MPC algorithm, since they hold for every such
solution.
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(b) FMPC is initially and recursively feasible for every choice of T > 0. Usually, recursive feasibility for Model
Predictive Control can only be guaranteed when the prediction horizon is sufficiently long (see, e.g. [5]) or
when additional terminal constraints are added to the OCP (see, e.g. [24]). For FMPC merely the input
constraints given by M > 0 must be sufficiently large.

The proof is carried out over several steps in Section 4. In Section 4.1 we first assume that the
set UϕT (M, t0, x0) is non-empty and prove that the optimization problem (13) has a solution u? and this solution
is an element of UϕT (M, t0, x0). We further show that the stage cost function `ϕ as in (11) guarantees that
application of u? ensures that the tracking error e = y − yref evolves within the funnel Fϕ. In Section 4.2 we
prove initial and recursive feasibility of the Funnel MPC Algorithm 2.9 by showing that there exists M > 0
such that the set UϕT (M, t̂, x̂) is initially (i.e., at t̂ = t0) and recursively (i.e., at t̂ = t0 + δn after n steps of
Algorithm 2.9) non-empty, where x̂ is the state of the system at time t̂.

3 Examples/Simulations
Example 3.1 (Linear system). To illustrate the system class Nm, we consider the example of a linear time-
invariant system of the form

ẋ(t) = Ax(t) +Bu(t), x(t0) = x0

y(t) = Cx(t),
(15)

where (A,B,C) ∈ Rn×n ×Rn×m ×Rm×n. This linear system has global relative degree r = 1, if

CB ∈ GLm(R).

It is shown in [13, Lemma 2.1.3] that there exists an invertible matrix V ∈ Rn such that the coordinate
transformation

Φ(x) := V x = (y, η)

transforms the system (15) into the Byrnes-Isidori form

ẏ(t) = A1y(t) +A2η(t) + Γu(t), (y(t0), η(t0)) = Φ(x0)

η̇(t) = A3y(t) +A4η(t),
(16)

with (A1, A2, A3, A4) ∈ Rm×m × Rm×(n−m) × R(n−m)×m × R(n−m)×(n−m). It is well known from the theory
of linear differential equations that, if A4 is Hurwitz, i.e., all of its eigenvalues have negative real part, then
η(·; t0, η0, y) is bounded for every y ∈ L∞(R≥0,R

m). The BIBS condition (9) is therefore satisfied in this case.

3.1 Exothermic chemical reaction
To demonstrate the application of the FMPC Algorithm 2.9, we consider a model of an exothermic chemical
reaction which was used in [15] to study funnel control with input saturation and in [20] to demonstrate the
feasibility of the bang-bang funnel controller. The model for one reactant x1, one product x2 and temperature
y of the reactor is given by the equations

ẏ(t) = b p(x1(t), x2(t), y(t))− q y(t) + u(t),

ẋ1(t) = c1 p(x1(t), x2(t), y(t)) + d(xin
1 − x1(t)),

ẋ2(t) = c2 p(x1(t), x2(t), y(t)) + d(xin
2 − x2(t)),

(17)

with b, d, q ∈ R>0, c1 < 0, c2 ∈ R, xin
1/2 ≥ 0, and p : R≥0 ×R≥0 ×R>0 → R≥0 is a locally Lipschitz continuous

function with p(0, 0, t) = 0 for all t > 0. The reference signal is a constant positive function yref ≡ y∗ > 0.
The system (17) is already given in Byrnes-Isidori form and has global relative degree r = 1 with positive

high-frequency gain. As in [15] we choose for the function p the Arrhenius law p(x1, x2, y) = k0e
−k1y x1 with

k0, k1 ∈ R>0. Since c1 < 0, it is easy to see that the subsystem

ẋ1(t) = c1p(x1(t), x2(t), y(t)) + d(xin
1 − x1(t)),

ẋ2(t) = c2p(x1(t), x2(t), y(t)) + d(xin
2 − x2(t)),
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satisfies the BIBS condition (9), when y is restricted to the set
{
y ∈W 1,∞(R≥0,R)

∣∣ ∀ t ≥ 0 : y(t) > 0
}
. We

like to emphasize that the control must guarantee that y is always positive. The objective is to track the reference
signal yref by application of the FMPC Algorithm 2.9 such that for a given ϕ ∈ G the error e := y− yref evolves
within the prescribed performance funnel, i.e., ϕ(t) ‖e(t)‖ < 1 for all t ≥ 0.

For the simulation we choose the funnel function ϕ ∈ G given by ϕ(t) =
(
100e−2t + 1.5

)−1, t ≥ 0, and allow
a maximal control value of M = 600, i.e., the input constraints are ‖u‖∞ ≤ 600. As in [15], the initial data is
(x01, x

0
2, y

0) = (0.02, 0.9, 270), the reference signal is yref ≡ y? = 337.1 and the parameters are

c1 = −1, c2 = 1, k0 = e25, k1 = 8700, d = 1.1 q = 1.25, xin
1 = 1, xin

2 = 0, b = 209.2.

Due to discretisation, only step functions with constant step length 0.05 were considered2 for the OCP (13) of
the FMPC Algorithm 2.9. The prediction horizon and time shift are selected as T = 0.5 and δ = 0.05, resp.
We further choose the parameter λu = 1 for the stage cost `ϕ given by (11). The simulation was performed
on the time interval [0, 4] with the MATLAB routine ode45. Although the considered step length is relatively
large, the FMPC Algorithm 2.9 achieves the control objective without further tuning of the parameter λu. The
simulation of the FMPC Algorithm 2.9 applied to the model (17) is depicted in Figure 2. While Figure 2a
shows the output of the system evolving within the funnel boundaries, Figure 2b shows the corresponding input
signal.
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320

340
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(a) Funnel and system output

0 0.5 1 1.5 2 2.5 3 3.5 4
300

350

400

450

500

550

(b) Input signal

Figure 2: Simulation of system (17) under the feedback law (14) of the FMPC Algorithm 2.9.

Figure 3 shows the system output and the control signal if the classical MPC scheme 2.2 with cost function
` as in (3) and constraints (4) is applied to system (17) instead of the FMPC Algorithm 2.9, with the same
parameters, prediction horizon and discretisation.

This control does not achieve the control objective since the tracking error exceeds the funnel boundaries.
Further adaptation of the parameter λu is necessary in order to ensure that MPC with the corresponding OCP (5)
is feasible with this prediction horizon and discretisation. Such tuning of parameters in order to guarantee
feasibility is not necessary for the FMPC Algorithm 2.9 since the stage cost function `ϕ is automatically
increasing, if the tracking error is close to the funnel boundary.

The original funnel controller proposed in [14] takes the form

u(t) = − 1

1− ϕ(t)2 ‖e(t)‖2
e(t). (18)

To compare the funnel controller (18) with the FMPC Algorithm 2.9, we chose the prediction horizon and time
shift as T = 1 and δ = 0.1, resp. Further, the parameter λu = 1

10 for the cost functional `ϕ and a maximal
control value of M = 600 were selected.

The performance of the funnel controller (18) and the FMPC Algorithm 2.9 is depicted in Figure 4. While
Figure 4a shows the tracking error of the two controllers evolving within the funnel boundaries, Figure 4b
shows the respective input signals. It is evident that both control techniques are feasible and achieve the control

2By a step function on an interval [a, b] with constant step length δ > 0, we mean a mapping f : [a, b]→ R which is constant on
every interval [a+ kδ, a+ (k + 1)δ) ∩ [a, b] for k = 0, . . . , d b−a

δ
e − 1.
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Figure 3: Simulation of system (17) under the classical MPC scheme 2.2.
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Figure 4: Simulation of system (17) under controller (18) and FMPC Algorithm 2.9.

objective. The input signal of the funnel controller starts to oscillate at t = 2 and the amplitude of this oscillation
increases abruptly at t = 3.5. This behaviour is caused by a too low sampling rate of the control signal. A
relative error tolerance (RelTol) of 2.5 · 10−7 was used. With an even higher sampling rate, this oscillation can
be avoided. If a larger error tolerance is used instead, this oscillation behaviour becomes worse. The funnel
controller becomes infeasible if the sampling rate is too low (RelTol > 8 · 10−6). The FMPC Algorithm 2.9
does not show this problematic behaviour. Although FMPC uses a relatively wide step of 0.1 and therefore
adapts its control signal significantly less often than the funnel controller, FMPC is feasible and the tracking
error evolves within the performance funnel.

3.2 Mass-on-car system
In this section we like to present some promising preliminary results on an extension of the FMPC Algorithm 2.9
to a larger systems class. For that we introduce the general notion of relative degree for system (1). Recall that
the Lie derivative of h along f is defined by

(Lfh) (x) =

(
n∑
i=1

∂hj
∂xi

(x) fi(x)

)
j=1,...,n

= h′(x)f(x),

and we may successively define Lkfh = Lf (Lk−1f h) with L0
fh = h. Furthermore, for the matrix-valued function g

we have
(Lgh)(x) = [(Lg1h)(x), . . . , (Lgmh)(x)] ,
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where gi denotes the i-th column of g for i = 1, . . . ,m. Then system (1) is said to have (global) relative
degree r ∈ N, if

∀ k ∈ {1, . . . , r − 1} ∀x ∈ Rn : (LgL
k−1
f h)(x) = 0 ∧ (LgL

r−1
f h)(x) ∈ GLm(R),

see [16, Sec. 5.1]. The generalised high-frequency gain matrix is defined as

Γ(x) :=
(
LgL

r−1
f h

)
(x) ∈ GLm(R), x ∈ Rn. (19)

Example 3.2. The linear system (15) of Example 3.1 has global relative degree r ∈ N with r > 1, if

∀ k ∈ {1, . . . , r − 1} : CAk−1B = 0 ∧ CAr−1B ∈ GLm(R).

In other words, the relative degree is the number of times the output has to be differentiated in order for the
input to appear explicitly on the right side of the equation.

For purposes of illustration that Funnel MPC shows promising results for this larger class of systems with
fixed relative degree r ∈ N we consider the example of a mass-spring system mounted on a car from [26] and
compare FMPC with the funnel controller presented in [2]. This example was also examined in [2] and [3] to
compare different versions of funnel control. The mass m2 moves on a ramp inclined by the angle ϑ ∈ [0, π2 )
and mounted on a car with mass m1, see Figure 5. It is possible to control the force u acting on the car. The

F

y

a=const

s

Figure 5: Mass-on-car system.

motion of the system is described by the equations[
m1 +m2 m2 cos(ϑ)
m2 cos(ϑ) m2

](
z̈(t)
s̈(t)

)
+

(
0

ks(t) + dṡ(t)

)
=

(
u(t)

0

)
, (20)

where z(t) is the horizontal position of the car and s(t) the relative position of the mass on the ramp at time
t. The physical constants k > 0 and d > 0 are the coefficients of the spring and damper, resp. The horizontal
position of the mass on the ramp is the output y of the system, i.e.,

y(t) = z(t) + s(t) cos(ϑ).

By setting µ := m2(m1 +m2 sin2(ϑ)), µ1 = m1

µ , and µ2 = m2

µ , the system takes the form (15), with

x(t) :=


z(t)
ż(t)
s(t)
ṡ(t)

, A :=


0 1 0 0
0 0 µ2k cos(ϑ) µ2d cos(ϑ)
0 0 0 1
0 0 −(µ1 + µ2)k −(µ1 + µ2)d

, B :=


0
µ2

0
−µ2 cos(ϑ)

, C :=


1
0

cos(ϑ)
0


>

.

It is easy to see that the system has global relative degree r with

r =

{
2, ϑ ∈

(
0, π2

)
3, ϑ = 0
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and the scalar high-frequency gain Γ = CAr−1B is positive.
We choose the same parameters m1 = 4, m2 = 1, k = 2, d = 1, and initial values

z(0) = s(0) = ż(0) = ṡ(0) = 0 as in [2]. The objective is tracking of the reference signal yref : t 7→ cos(t), such
that for ϕ ∈ G the error function t 7→ e(t) := y(t) − yref(t) evolves within the prescribed performance funnel,
i.e., ϕ(t) ‖e(t)‖ < 1 for all t ≥ 0.

Case 1: If 0 < ϑ < π
2 , then the system (20) has relative degree r = 2. The funnel controller presented in [2]

takes the form
w(t) = ϕ(t)ė(t) + α(ϕ(t)2e(t)2)ϕ(t)e(t),

u(t) = −α(w(t)2)w(t),
(21)

with α(s) = 1
1−s for s ∈ [0, 1). Due to discretisation, only step functions with constant step length 0.04 are

considered for the OCP (13) of the FMPC Algorithm 2.9. The prediction horizon and time shift are selected
as T = 0.6 and δ = 0.04, resp. We further choose the parameter λu = 1

100 for the stage cost `ϕ and allow a
maximal control value of M = 30. As in [2], the funnel function ϕ(t) =

(
5e−2t + 0.1

)−1, t ≥ 0, is chosen and
the case ϑ = π

4 is considered. All simulations are performed on the time interval [0, 10] with the MATLAB
routine ode45.
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Figure 6: Simulation of system (20) with ϑ = π
4 under controller (21) and FMPC Algorithm 2.9.

The performance of the funnel controller (21) and the FMPC Algorithm 2.9 is depicted in Figure 6. While
Figure 6a shows the tracking error of the two controllers evolving within the funnel boundaries, Figure 6b shows
the respective input signals. It is evident that both control techniques are feasible and achieve the control
objective. The funnel controller is able to generate a smooth input signal, while the OCP (13) of the FMPC
Algorithm 2.9 is optimized over step functions with constant step length 0.04. Nevertheless, it seems that the
FMPC Algorithm achieves a more accurate tracking of the reference signal yref and, at the same time, exhibits
a smaller range of employed control values. Funnel control tends to change the control values very quickly and
the control signal shows spikes. The FMPC algorithm, however, avoids this due to prediction of the future
system behaviour. Similarly to [3], we observed that feasibility of the funnel controller (21) is not maintained
for a sampling rate τ = 1

300 . Instead τ = 1
500 turns out to be sufficient. The FMPC Algorithm 2.9 is feasible for

both sampling rates. Since the funnel controller needs a far higher sampling rate than FMPC and needs to be
able to adapt its control signal very quickly, whereas FMPC uses constant steps with a relatively long length,
funnel control exhibits more demanding hardware requirements to stay feasible in application than FMPC

When the classical MPC Algorithm 2.2 with OCP (5) is applied to the system (20) with the same param-
eters, prediction rate and step length instead of the FMPC Algorithm 2.9, then the tracking error leaves the
performance funnel and hence the control objective is not achieved (see Figure 7). Furthermore, the control
signal exhibits quite severe peaks.

A possible explanation may be that the constraint ‖y(t)− yref(t)‖ ≤ 1
ϕ(t) of the OCP (5) does not influence

the control value as long as it is satisfied, and when the error is close to the funnel boundary, it is too late for
the controller to react. The controller attempts to compensate this by generating very large control signals.
The FMPC algorithm is able to avoid this behaviour by reacting in advance to a close funnel boundary, because
a small distance is penalised by the stage cost. Further adaptation of the parameter λu, a smaller step length,
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Figure 7: Simulation of system (20) with ϑ = π
4 under a classical MPC scheme 2.2 with OCP (5) and the FMPC

Algorithm 2.9.

or a longer prediction horizon are necessary in order to guarantee feasibility of the classical MPC scheme 2.2.
Figure 8 depicts the simulation of the classical MPC scheme with such adapted parameter (λu = 1

4450 ) in
comparison to the FMPC algorithm with the same parameters as before. With these tuned parameters, the
classical MPC 2.2 scheme achieves the control objective and the error evolves within the funnel boundaries.
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Figure 8: Simulation of system (20) with ϑ = π
4 under the FMPC Algorithm 2.9 and classical MPC 2.2 with

OPC (5) and λu = 1
4450 .

Case 2: If ϑ = 0, then the system (20) has relative degree r = 3. The funnel controller from [2] takes the form

w(t) = ϕ(t)ë(t) + γ(ϕ(t)ė(t) + γ(ϕ(t)e(t))),

u(t) = −γ(w(t)),
(22)

where γ(s) = s
1−s2 for s ∈ [0, 1). The OCP (13) of the FMPC Algorithm 2.9 is solved over step functions with

constant step length 1
15 . The prediction horizon is T = 1 and the time shift is δ = 1

15 . We further choose the
parameter λu = 1

100 for the stage cost `ϕ and allow a maximal control value of M = 30. As in [2], we choose
the funnel function ϕ(t) = (3e−t + 0.1)

−1, t ≥ 0.
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Figure 9: Simulation of system (20) with ϑ = 0 under controller (22) and FMPC Algorithm 2.9.

The performance of the funnel controller (22) and the FMPC Algorithm 2.9 are depicted in Figure 9. The
results are similar to the first case with relative degree r = 2. Note that the funnel controllers (21) and (22) are
structurally different due to the altered relative degree r, whereas the FMPC Algorithm 2.9 is the same in both
cases. This is of particular relevance when the relative degree r is not known a priori. The above simulations
suggest that the FMPC Algorithm 2.9 also works for systems with higher relative degree and exhibits a promising
performance.

4 Proof of the main result 2.6

4.1 Optimal control problems with funnel-like stage costs
Before proving initial and recursive feasibility of the Funnel MPC Algorithm 2.2, we show that, by using the
stage cost function `ϕ as in (11), the optimization problem (13) has a solution and that this solution, if applied
to the system (1), guarantees that the error e(t) = y(t)− yref(t) evolves within the performance funnel Fϕ. To
that end we define, for T > 0, M > 0, t0 ∈ R≥0, and x0 ∈ Rn, the associated Optimal Control Problem (OCP)

minimize
u∈L∞([t0,t0+T ],Rm),

‖u‖∞≤M

∫ t0+T

t0
`ϕ(t, x(t; t0, x0, u), u(t)) dt. (23)

If the Lebesgue integral in (23) does not exist for some u ∈ L∞([t0, t0 + T ],Rm) with ‖u‖∞ ≤ M (i.e., both
the Lebesgue integrals of the positive and negative part of `ϕ(·, x(·; t0, x0, u), u(·)) are infinite), then its value is
treated as infinity. This may happen when ϕ(t)

∥∥h(x(t; t0, x0, u))− yref(t)
∥∥ = 1 for some t ∈ [t0, t0 + T ]. If the

set of all such points does not have Lebesgue measure zero, then the integral is treated as infinity as well.
We like to point out that there is a subtle difference between a Lebesgue integrable function (which belongs

to L1) and a function for which the Lebesgue integral exists (which does not need to be in L1). To make
this difference clearer we call a measurable function ζ : B → R on a Borel set B ⊆ R quasi-integrable, if for
ζ+ := max{ζ, 0} and ζ− := max{−ζ, 0} at least one of the Lebesgue integrals∫

B

ζ+(t) dt or
∫
B

ζ−(t) dt

is finite.
Proposition 2.7 guarantees that, if the funnel controller (12) is applied to the system (1) with initial value

x0 ∈ Dϕt0 , then the tracking error evolves in the interior of the funnel. It is not directly clear that this also holds
true if a solution of the optimization problem (23) is applied to the system (1). If the initial error is inside
the funnel, then it might still be possible that the error e touches or even exceeds the boundary and evolves
outside of the funnel boundary after some time. In [3] this issue was resolved by appending state constraints
to the optimal control problem. In the following we show that such constraints are unnecessary. In fact, if an
arbitrary control function u ∈ L∞([t0, t0 + T ],Rm) such that `ϕ(·, x(·; t0, x0, u), u(·)) is quasi-integrable over
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[t0, t0 + T ] is applied to the system, then it is guaranteed that the error e evolves within the funnel. To show
this, an elementary lemma is proved first.

Lemma 4.1. Let T > 0 and g : [0, T ]→ R≥0 be Lipschitz continuous. If
∫ T
0

1
g(s) ds <∞, then g(t) > 0 for all

t ∈ [0, T ].

Proof. First assume that there exists τ ∈ (0, T ) such that g(τ) = 0. Choose ε > 0 such that
(τ − ε, τ + ε) ⊂ [0, T ]. Since g is Lipschitz continuous, we have that

∃C > 0 ∀ s ∈ (τ − ε, τ + ε) : g(s) = |g(s)− g(τ)| ≤ C |s− τ | .

Therefore,

∞ >

∫ T

0

1

g(s)
ds ≥

∫ τ+ε

τ−ε

1

g(s)
ds ≥

∫ τ+ε

τ−ε

1

C |s− τ |
ds =

∫ ε

−ε

1

C |s|
ds =∞,

a contradiction. A similar proof applies in the cases τ = 0 and τ = T .

Remark 4.2. Lemma 4.1 is not true for all uniformly continuous functions in general. Consider the example:∫ 1

0

1√
x

dx = 2
√
x
∣∣∣1
0

= 2.

Theorem 4.3. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), T > 0 M > 0,

t0 ∈ R≥0, and x0 ∈ Rn be given such that UϕT (M, t0, x0) 6= ∅. Then the following identities hold:

UϕT (M, t0, x0) =

{
u ∈ UT (t0, x)

∣∣∣∣∣ `ϕ(·, x(·; t0, x0, u), u(·)) quasi-integrable on [t0, t0 + T ],∫ t0+T
t0

`ϕ(t, x(t; t0, x0, u), u(t)) dt <∞, and ‖u‖∞ ≤M

}

=

{
u ∈ UT (t0, x)

∣∣∣∣ `ϕ(·, x(·; t0, x0, u), u(·)) ∈ L1([t0, t0 + T ],R),
`ϕ(·, x(·; t0, x0, u), u(·)) ≥ 0, and ‖u‖∞ ≤M

}
Proof. Given u ∈ UϕT (M, t0, x0), it follows from the definition of UϕT (M, t0, x0) that

ϕ(t)
∥∥h(x(t; t0, x0, u))− yref(t)

∥∥ < 1

for all t ∈ [t0, t0 + T ]. Define e(t) := h(x(t; t0, x0, u))− yref(t). Due to continuity of h, ϕ, yref , and x(·; t0, x0, u),
there exists ε ∈ (0, 1) with ϕ(t)2 ‖e(t)‖2 < 1− ε for all t ∈ [t0, t0 + T ]. Then, `ϕ(t, x(t; t0, x0, u), u(t)) ≥ 0 for all
t ∈ [t0, t0 + T ] and∫ t0+T

t0

∣∣`ϕ(t, x(t; t0, x0, u), u(t))
∣∣ dt =

∫ t0+T

t0

∣∣∣∣∣ 1

1− ϕ(t)2 ‖e(t)‖2
− 1 + λu ‖u(t)‖2

∣∣∣∣∣ dt

≤
∫ t0+T

t0

1

ε
− 1 + λu ‖u‖2∞ dt ≤

(
1

ε
− 1 + λuM

2

)
T <∞.

Therefore, `ϕ(·, x(·; t0, x0, u), u(·)) ∈ L1([t0, t0 + T ],R) and so UϕT (M, t0, x0) is contained in both of the other
two sets in the statement of the theorem.

Let u ∈ UT (t0, x) with ‖u‖∞ < M and quasi-integrable `ϕ(·, x(·; t0, x0, u), u(·)) such that∫ t0+T
t0

`ϕ(t, x(t; t0, x0, u), u(t)) dt < ∞ be given. We now show that the error e(t) := h(x(t; t0, x0, u)) − yref(t)
satisfies ϕ(t) ‖e(t)‖ < 1 for all t ∈ [t0, t0 + T ]. We already know x0 ∈ Dϕt0 since UϕT (M, t0, x0) 6= ∅, i.e.,
ϕ(t0)

∥∥e(t0)
∥∥ < 1. Assume there exists t ∈ (t0, T ] with ϕ(t) ‖e(t)‖ ≥ 1. By continuity of x(·; t0, x0, u),ϕ, h, and

yref there exists
t̂ := min

{
τ ∈ (t0, t0 + T ]

∣∣ ϕ(τ) ‖e(τ)‖ = 1
}
.

Note that ϕ(t) ‖e(t)‖ < 1 for all t ∈ [t0, t̂). Since `ϕ(·, x(·; t0, x0, u), u(·)) is quasi-integrable and∫ t0+T
t0

`ϕ(t, x(t; t0, x0, u), u(t)) dt <∞ it follows that the set
{
t ∈ [t0, t0 + T ]

∣∣ ϕ(t) ‖e(t)‖ = 1
}
has Lebesgue

measure zero and ∫ t0+T

t0

(
`ϕ(t, x(t; t0, x0, u), u(t))

)+
dt <∞.
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Therefore,

∫ t0+T

t0

(
1

1− ϕ(t)2 ‖e(t)‖2
− 1 + λu ‖u(t)‖2

)+

dt =

∫ t0+T

t0

(
`ϕ(t, x(t; t0, x0, u), u(t))

)+
<∞.

Invoking ‖u‖∞ ≤M , this yields
∫ t0+T
t0

(
1

1−ϕ(t)2‖e(t)‖2

)+
dt <∞ and thus

∫ t̂

t0

1

1− ϕ(t)2 ‖e(t)‖2
dt =

∫ t̂

t0

(
1

1− ϕ(t)2 ‖e(t)‖2

)+

dt ≤
∫ t0+T

t0

(
1

1− ϕ(t)2 ‖e(t)‖2

)+

dt <∞.

Since ϕ ∈ W 1,∞(R≥0,R) and yref ∈ W 1,∞(R≥0,R
m), ϕ and yref are Lipschitz continuous and bounded on the

interval [t0, t̂]. Let Φ : Rn → Rn be a diffeomorphism such that the coordinate transformation Φ(x) = (y, η)
puts the system (1) into Byrnes-Isidori form (8), then ẏ can be written as

ẏ(t) = p (y(t), η(t)) + Γ
(
Φ−1 (y(t), η(t))

)
u(t),

where (y(t), η(t)) = Φ(x(t; t0, x0, u)) for t ∈ [t0, t0 + T ]. Since ‖e(t)‖ ≤ ϕ(t)−1 for all t ∈ [t0, t̂], the error e
is bounded and so y is bounded, too. Hence by the BIBS assumption (9), applied to ỹ ∈ L∞([t0,∞),Rm)
defined by ỹ(t) = y(t) for t ∈ [t0, t̂] and ỹ(t) = y(t̂) for t > t̂, yields that η̃(·) := η(·; t0, η0, ỹ) is bounded
and since η̃|[t0,t̂] = η|[t0,t̂] we have that η is bounded on [t0, t̂]. Thus, since p, Γ, and Φ−1 are continuous, ẏ
is essentially bounded on [t0, t̂]. This implies the Lipschitz continuity of y. Products and sums of Lipschitz
continuous functions on a compact interval are again Lipschitz continuous. Therefore, 1 − ϕ(·)2 ‖e(·)‖2 =

1− ϕ(·)2 ‖y(·)− yref(·)‖2 is Lipschitz continuous on [t0, t̂] and, according to Lemma 4.1, strictly positive. This
contradicts the definition of t̂. Hence UϕT (M, t0, x0) contains the second set in the statement of the theorem.
Since the third set is itself contained in the second one the proof is complete.

We are now in the position to define for T > 0, t0 ∈ R≥0, x0 ∈ Rn, and `ϕ as in (11) the cost functional

JϕT (·; t0, x0) : L∞([t0, t0 + T ],Rm)→ R ∪ {∞},

u 7→


∫ t0+T

t0
`ϕ(t, x(t; t0, x0, u), u(t)) dt, u ∈ UT (t0, x) and

`ϕ(·, x(·; t0, x0, u), u(·)) quasi-integrable

∞, otherwise.

(24)

Although we know that for every u ∈ L∞([t0, t0 + T ],Rm) there exists a unique maximal solution
x(·; t0, x0, u) : [t0, ω) → Rn of the system (1), this solution might have finite escape time even before t0 + T ,
i.e., ω < t0 + T . In this case, and whenever the stage costs `ϕ(·, x(·; t0, x0, u), u(·)) are not quasi-integrable,
JϕT (u; t0, x0) =∞. In the following remark we state some immediate consequences of this definition and Theo-
rem 4.3.

Remark 4.4. The following statements hold under the assumptions of Theorem 4.3:

(i) 0 ≤ JϕT (u; t0, x0) <∞ for all u ∈ UϕT (M, t0, x0).

(ii) UϕT (M, t0, x0) =
{
u ∈ L∞([t0, t0 + T ],Rm)

∣∣ ‖u‖∞ ≤M, JϕT (u; t0, x0) <∞
}
.

(iii) The optimal control problem (23) can be reformulated as

minimize
u∈L∞([t0,t0+T ],Rm),

‖u‖∞≤M

JϕT (u; t0, x0).

Remark 4.5. As opposed to FMPC, barrier function based MPC (see e.g. [32]) uses (relaxed) logarithmic
barrier functions to penalise states close to the boundaries of the constraints. Although this might seem to be a
subtle difference, this choice has remarkable implications. Lemma 4.1 is a consequence of the non-integrability
of 1

x over the interval [0, 1]. As pointed out in Remark 4.4, as result of this, a finite value of the cost function
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ensures that the tracking error e := y− yref remains within the prescribed funnel boundaries. The logarithm on
the other hand is integrable over the interval [0, 1]:∫ 1

0

ln(xn)dx = ln(xn)x
∣∣∣1
0︸ ︷︷ ︸

=0

−
∫ 1

0

x
n

x
dx = −n.

Therefore, such a cost function alone can in general not guarantee that the state always remain within the
desired region and therefore the usage of terminal conditions (costs and constraints) remains necessary.

If the initial value x0 is within the set Dϕt0 , then any control u with JϕT (u; t0, x0) < ∞ guarantees that, if
applied to the system (1), the error e(t) = y(t) − yref(t) remains strictly within the funnel. Since JϕT (u; t0, x0)
is positive for all control functions u ∈ UϕT (M, t0, x0), this raises the question as to whether there exists an
optimal u? which minimizes JϕT (·; t0, x0) and is a solution to the optimal control problem (23). The answer is
affirmative and shown in the next theorem.

Theorem 4.6. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), T > 0, M > 0,

t0 ∈ R≥0, and x0 ∈ Dϕt0 such that UϕT (M, t0, x0) 6= ∅. Then, there exists a function u? ∈ UϕT (M, t0, x0) such that

JϕT (u?; t0, x0) = min
u∈Uϕ

T (M,t0,x0)
JϕT (u; t0, x0) = min

u∈L∞([t0,t0+T ],Rm),
‖u‖∞≤M

JϕT (u; t0, x0).

Proof. The proof essentially follows the lines of [25, Prop. 2.2].
To simplify the notation, assume without loss of generality that t0 = 0 and consider only the inter-
val [0, T ]. It follows from Remark 4.4 that JϕT (u; t0, x0) ≥ 0 for all u ∈ UϕT (M, t0, x0). Hence the infimum
J? := infu∈Uϕ

T (M,t0,x0) J
ϕ
T (u; t0, x0) exists. Let (uk) ∈ (UϕT (M, t0, x0))N be a minimizing sequence, mean-

ing JϕT (uk; t0, x0) → J?. By definition of UϕT (M, t0, x0), we have ‖uk‖∞ ≤ M for all k ∈ N. Since
L∞([0, T ],Rm) ⊆ L2([0, T ],Rm), we conclude that (uk) is a bounded sequence in the Hilbert space L2, thus
there exists a function u? ∈ L2([0, T ],Rm) and a weakly convergent subsequence uk ⇀ u? (which we do
not relabel). More precisely, uk|[0,t] ⇀ u?|[0,t] weakly in L2([0, t],Rm) for all t ∈ [0, T ] as a straightforward
argument shows. We define (xk) := (x(·; t0, x0, uk)) ∈ C([0, T ],Rn)N as the sequence of associated responses.

Step 1 : We show that (xk) is uniformly bounded. By uk ∈ UϕT (M, t0, x0) we have xk(t) ∈ Dϕt , i.e.,
ϕ(t) ‖h(xk(t))− yref(t)‖ < 1 for all t ∈ [0, T ]. Set (yk(t), ηk(t)) = Φ(xk(t)) for t ∈ [0, T ] and k ∈ N, where
Φ : Rn → Rn is a diffeomorphism such that the coordinate transformation Φ(x) = (y, η) puts the system (1)
into Byrnes-Isidori form (8). Since ϕ is positive on [0, T ], we obtain

∀ t ∈ [0, T ] : ‖yk(t)‖ ≤ ‖h(xk(t))− yref(t)‖ + ‖yref(t)‖ ≤ sup
t∈[0,T ]

ϕ(t)−1 + ‖yref‖∞ =: c̃0

and c0 := c̃0 +
∥∥Φ(x0)

∥∥ is independent of k. Hence, by (9) there exists c1 > 0 such that

∀ y ∈ L∞(R≥0,R
m) : ‖y‖∞ ≤ c̃0 =⇒ ‖η(·; 0, ηk(0), y)‖∞ ≤ c1.

Extending yk to R≥0 such that ‖yk‖∞ ≤ c̃0 then yields that ‖ηk(t)‖ ≤ c1 for all t ∈ [0, T ]. Therefore,

xk(t) ∈ Φ−1
({ (

z1
z2

)
∈ Rm ×Rn−m

∣∣∣∣ ‖z1‖ ≤ c̃0 ∧ ‖z2‖ ≤ c1 }) =: K

for all t ∈ [0, T ] and all k ∈ N, where K is compact and independent of k. Hence, (xk) is uniformly bounded.

Step 2 : We show that (xk) is uniformly equicontinuous. Since the sequence (uk) is bounded, M :=
supk∈N ‖uk‖L2 exists. Set C1 := maxx∈K ‖f(x)‖ and C2 := maxx∈K ‖g(x)‖, which exist by continuity of f
and g. Now let ε > 0 and define δ := min

{
1, 1ε (C1 +MC2)

}
. Let k ∈ N and t1, t2 ∈ [0, T ] such that

|t2 − t1| < δ2. Then, using Hölder’s inequality in the third estimate,

‖xk(t2)− xk(t1)‖ ≤
∫ t2

t1

‖f(xk(s))‖ + ‖g(xk(s))‖ ‖uk(s)‖ ds
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≤ C1 |t2 − t1|+ C2

∫ t2

t1

‖uk(s)‖ ds

≤ C1

√
|t2 − t1|+ C2

√
|t2 − t1| ‖uk‖L2

≤ C1

√
|t2 − t1|+ C2

√
|t2 − t1|M

< δ(C1 +MC2) ≤ ε,

which shows that (xk) is uniformly equicontinuous.

Step 3 : By the Arzelà-Ascoli theorem there exists a function x? ∈ C([0, T ],Rn) and a uniformly convergent
subsequence xk → x? (which we do not relabel). Now we prove that x? = x(·; t0, x0, u?), which means to show
that

x?(t) = x0 +

∫ t

0

f(x?(s)) + g(x?(s))u?(s) ds, t ∈ [0, T ].

We have

xk(t) = x0 +

∫ t

0

f(xk(s)) + g(xk(s))uk(s) ds, k ∈ N, t ∈ [0, T ],

and since xk in particular converges pointwise to x? and the sequence (f(xk)) is uniformly bounded as (xk) is
uniformly bounded and f is continuous, the bounded convergence theorem gives that

∀ t ∈ [0, T ] :

∫ t

0

f(xk(s)) ds −→
∫ t

0

f(x?(s)) ds.

Therefore, it remains to show

∀ t ∈ [0, T ] :

∫ t

0

g(xk(s))uk(s) ds −→
∫ t

0

g(x?(s))u?(s) ds.

The argument s is omitted in the following. Since g(x?) is bounded on [0, T ], it is an element of L2([0, T ],Rn×m),
thus the weak convergence of (uk) implies

∀ t ∈ [0, T ] :

∫ t

0

g(x?)uk ds −→
∫ t

0

g(x?)u? ds.

Therefore, using Hölder’s inequality in the second estimate we obtain, for all t ∈ [0, T ],∥∥∥∥∫ t

0

g(xk)uk − g(x?)u? ds
∥∥∥∥ =

∥∥∥∥∫ t

0

g(xk)uk + g(x?)uk − g(x?)uk − g(x?)u? ds
∥∥∥∥

≤
∫ t

0

‖g(xk)− g(x?)‖ ‖uk‖ds+

∥∥∥∥∫ t

0

g(x?)uk − g(x?)u? ds
∥∥∥∥

≤
(∫ t

0

‖g(xk)− g(x?)‖2ds
)1

2
(∫ t

0

‖uk‖2ds
)1

2

+

∥∥∥∥∫ t

0

g(x?)uk − g(x?)u?ds
∥∥∥∥

≤ sup
m∈N
‖um‖L2

(∫ t

0

‖g(xk)− g(x?)‖2 ds
)1

2

︸ ︷︷ ︸
→0

+

∥∥∥∥∫ t

0

g(x?)uk − g(x?)u? ds
∥∥∥∥︸ ︷︷ ︸

→0

→0.

Step 4 : We show ‖u?‖∞ ≤M . To this end, define the sets

Am :=

{
t ∈ [0, T ]

∣∣∣∣ ‖u?(t)‖2 ≥M2 +
1

m

}
, m ∈ N.

Let χAm
denote the indicator function of the set Am, then, since uk ⇀ u?, we have that

〈uk, χAmu
?〉L2 → 〈u?, χAmu

?〉L2 = ‖χAmu
?‖2L2 .

On the other hand, by the Cauchy-Schwarz inequality we have that

〈uk, χAm
u?〉L2 ≤ ‖χAm

uk‖L2‖χAm
u?‖L2 ,
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thus
‖χAm

u?‖L2 = ‖χAm
u?‖−1L2 lim inf

k→∞
〈uk, χAm

u?〉L2 ≤ lim inf
k→∞

‖χAm
uk‖L2

and hence ∫
Am

‖u?(s)‖2 ds ≤ lim inf
k→∞

∫
Am

‖uk(s)‖2 ds.

Since ‖uk‖∞ ≤M , we then find the following for all m ∈ N and k ∈ N:

λ (Am) =

∫
Am

1 ds ≤ m
∫
Am

‖u?(s)‖2 −M2 ds ≤ m
∫
Am

‖u?(s)‖2 − ‖uk(s)‖2 ds,

where λ denotes the Lebesgue measure, thus

0 ≤ λ (Am) ≤ lim inf
k→∞

m

∫
Am

‖u?(s)‖2 − ‖uk(s)‖2 ds ≤ 0.

Due to the σ-continuity of λ we get

λ({ t ∈ [0, T ] | ‖u?(t)‖ > M }) = λ

( ⋃
m∈N

Am

)
= lim
m→∞

λ(Am) = 0.

This implies ‖u?‖∞ ≤M .
Step 5 : We prove u? ∈ UϕT (M, t0, x0), which means to show x?(t) ∈ Dϕt for all t ∈ [0, T ]. Assume there exists
τ ∈ (0, T ] with ϕ(τ) ‖h(x?(τ))− yref(τ)‖ ≥ 1. By continuity of x?, ϕ, h, and yref there exists

t̂ := min { τ ∈ (0, T ] | ϕ(τ) ‖h(x?(τ))− yref(τ)‖ = 1 } .

ẋ? is bounded on the interval [0, T ] since g and f are continuous and both x? and u? are bounded. Hence,
x? is Lipschitz continuous with Lipschitz constant L? > 0. Define the continuously differentiable function ω :
[0, T ] × K → R, (t, x) 7→ 1 − ϕ(t)2 ‖h(x)− yref(t)‖2. Due to the compactness of [0, T ] and K, ω is Lipschitz
continuous with Lipschitz constant Lω > 0. We have ω(s, xk(s)) > 0 for all k ∈ N and all s ∈ [0, t̂] because
uk ∈ UϕT (M, t0, x0). Since w(t̂, x?(t̂)) = 0, the following holds for all s ∈ [0, t̂] and all k ∈ N.

ω(s, xk(s)) = |ω(s, xk(s))| =
∣∣ω(s, xk(s))− w(t̂, x?(t̂))

∣∣
≤ Lω

∥∥∥∥( s− t̂
xk(s)− x?(t̂)

)∥∥∥∥ = Lω

∥∥∥∥( s− t̂
xk(s)− x?(s) + x?(s)− x?(t̂)

)∥∥∥∥
≤ Lω

∣∣s− t̂∣∣+ Lω ‖xk(s)− x?(s)‖ + LωL
?
∣∣s− t̂∣∣ .

The supremum supk∈N J
ϕ
T (uk; t0, x0) <∞ exists because JϕT (uk; t0, x0)→ J?. Since

∫ t̂
0

1

(Lω+LωL?)|s−t̂| ds =∞,

there exists δ > 0 with
∫ t̂
0

1

(Lω+LωL?)|s−t̂|+Lωδ
ds − t̂ > supk∈N J

ϕ
T (uk; t0, x0). Due to the uniform convergence

of xk to x?, there exists K ∈ N such that ‖xk(s)− x?(s)‖ < δ for all k ≥ K and all s ∈ [0, t̂]. Thus, we arrive,
for k ≥ K, at the following contradiction.

sup
k∈N

JϕT (uk; t0, x0) ≥
∫ T

0

`ϕ(s, xk(s), uk(s)) ds

=

∫ T

0

1

1− ϕ(s)2 ‖h(xk(s))− yref(s)‖2
− 1 + λu ‖uk(s)‖2 ds

≥
∫ t̂

0

1

ω(s, xk(s))
− 1 ds

≥
∫ t̂

0

1

(Lω + LωL?)
∣∣s− t̂∣∣+ Lω ‖xk(s)− x?(s)‖

ds− t̂

>

∫ t̂

0

1

(Lω + LωL?)
∣∣s− t̂∣∣+ Lωδ

ds− t̂ > sup
k∈N

JϕT (uk; t0, x0).
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Hence, u? ∈ UϕT (M, t0, x0).
Step 6 : We show JϕT (u?; t0, x0) = J?. Let ˜̀

ϕ : Dϕ → R, (t, x) 7→ 1
1−ϕ(t)2‖h(x)−yref (t)‖2

− 1. For all k ∈ N, we

have
∥∥∥˜̀
ϕ(·, xk(·))

∥∥∥
∞
<∞ and

∥∥∥˜̀
ϕ(·, x?(·))

∥∥∥
∞
<∞ because uk, u? ∈ UϕT (M, t0, x0). According to Step 5, there

exists ε > 0 such that ‖x?(t)‖ ≤ 1
ϕ(t) − ε for all t ∈ [0, T ]. Due to the uniform convergence of xk to x?, there

exists N ∈ N such that ‖xk − x?‖∞ < ε
2 for k ≥ N . Thus,

∀ k ≥ N ∀ t ∈ [0, T ] : ‖xk(t)‖ ≤ ‖xk(t)− x?(t)‖ + ‖x?(t)‖ < 1

ϕ(t)
− ε

2
.

Hence, the sequence
(

˜̀
ϕ(·, xk(·))

1
2

)
is uniformly bounded. Due to the continuity of ˜̀, the bounded conver-

gence theorem gives that ˜̀
ϕ(·, xk(·))

1
2 → ˜̀

ϕ(·, x?(·))
1
2 strongly and, thus, also weakly in L2([0, T ],R). Since

JϕT (uk; t0, x0)→ J? = infu∈Uϕ
T (M,t0,x0) J

ϕ
T (u; t0, x0) and since the L2-norm is weakly lower semi-continuous, the

following holds.

JϕT (u?; t0, x0) =

∫ T

0

`ϕ(s, x?(s), u?(s)) ds =
∥∥∥˜̀
ϕ(·, x?(·)) 1

2

∥∥∥2
L2

+ λu ‖u?‖2L2

≤ lim inf
k→∞

∥∥∥˜̀
ϕ(·, xk(·)) 1

2

∥∥∥2
L2

+ lim inf
k→∞

λu ‖uk‖2L2 ≤ lim inf
k→∞

JϕT (uk; t0, x0) = J?.

Therefore JϕT (u?; t0, x0) = minu∈Uϕ
T (M,t0,x0) J

ϕ
T (u; t0, x0).

Step 7 : We show that JϕT (u?; t0, x0) = minu∈L∞([t0,t0+T ],Rm),
‖u‖∞≤M

JϕT (u; t0, x0). Since UϕT (M, t0, x0) 6= ∅ by assump-

tion this follows from Remark 4.4 (ii) and completes the proof.

4.2 Initial and recursive feasibility
In the following we seek to show initial and recursive feasibility of the FMPC Algorithm 2.9. For this we need to
show that the essential assumption UϕT (M, t0, x0) 6= ∅ of Theorem 4.6 is initially (i.e., at t = t0) and recursively
(i.e., at t = t0 + δn after n steps of Algorithm 2.9) satisfied. The main difficulty is to prove the existence of a
number M > 0 for which the latter is satisfied for all initial values within a prescribed bounded set. This is the
purpose of the following results.

First observe that applying the funnel controller (12) from Proposition 2.7 to the system (1) ensures that the
error evolves strictly within the funnel for any initial condition x0 ∈ Dϕt0 . As stated in Remark 2.8 the funnel
controller is bounded. This bound however depends on the initial value x0. This means that for every x0 ∈ Dϕt0
there exists M > 0 such that UϕT (M, t0, x0) is non-empty. This raises the question whether it is possible to find
a boundM independent of the initial value x0. The following example shows that this is not the case in general.

Example 4.7. Consider the two-dimensional linear system

ẏ(t) = η(t) + u(t), y(0) = 0,

η̇(t) = 0, η(0) = η0,

in Byrnes-Isidori form with constant reference signal yref ≡ 0 and the constant funnel ϕ ≡ 1. Let M > 0
and T > 0 be arbitrary. Although the system satisfies the BIBS condition (9) and the initial error e(0) =
y0 − yref(0) = 0 lies within the funnel for every η0 ∈ R, there exists η0 ∈ R such that the error e exceeds the
funnel boundaries at time T for every u ∈ L∞([0, T ],R) with ‖u‖∞ ≤ M . To see this, choose η0 := M + 2

T ,
then

e (T ) = y (T ) =

∫ T

0

η(s) + u(s) ds = Tη0 +

∫ T

0

u(s) ds ≥ Tη0 − TM = 2 > 1 =
1

ϕ (T )
.

The example shows that, in general, there exists no M > 0 such that UϕT (M, t0, x0) is non-empty for all
x0 ∈ Dϕt0 . However, for a bounded set B ⊂ Dϕt0 of initial values, it is possible to find a uniform bound M > 0.
Moreover,M can be chosen independently of T > 0. To show this, we denote by Yϕ,y0yref

(I) the set of all functions
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in C(I,Rm) starting at y0 ∈ Rm and evolving within the funnel on an interval I ⊆ R≥0 of the form I = [a, b)
with b ∈ (a,∞] or I = [a, b] with b ∈ (a,∞):

Yϕ,y
0

yref
(I) :=

{
y ∈ C(I,Rm)

∣∣ y(inf I) = y0, ∀ t ∈ I : ϕ(t) ‖y(t)− yref(t)‖ < 1
}
.

Lemma 4.8. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), t0 ∈ R≥0. Then

for all bounded sets B ⊂ Rn there exists a compact set K ⊂ Rn such that

∀T > 0 ∀ (y0, η0) ∈ B ∀ y ∈ Yϕ,y
0

yref
([t0, t0 + T ]) ∀ t ∈ [t0, t0 + T ] : (y(t), η(t; t0, η0, y)) ∈ K. (25)

Proof. Define
Nt :=

{
η(t; t0, η0, y)

∣∣∣ (y0, η0) ∈ B, y ∈ Yϕ,y
0

yref
([t0,∞))

}
, t ≥ t0.

By definition of G, ϕ is strictly positive and inft≥0 ϕ(t) > 0. Therefore, 1/ϕ is bounded. Since clearly yref ∈
W 1,∞(R≥0,R

m) is bounded, every function y ∈ Yϕ,y0yref
([t0,∞)) is bounded by

‖y‖∞ ≤ ‖y − yref‖∞ + ‖yref‖∞ ≤
∥∥∥ 1
ϕ

∥∥∥
∞

+ ‖yref‖∞ .

Since B is bounded it follows from the BIBS condition (9) that the set N :=
⋃
t≥t0 Nt is also bounded.

Furthermore, the set
O :=

⋃
t≥t0
{ y ∈ Rm | ϕ(t) ‖y − yref(t)‖ < 1 }

is bounded, too. Then the set K := O ×N is compact and by definition of N and O we find that (25) holds.

The following result provides a number M > 0 with UϕT (M, t0, x0) 6= ∅ for all initial values x0 from any
compact set which satisfies a condition similar to (25).

Proposition 4.9. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), T > 0,

t0 ∈ R≥0, x0 ∈ Dϕt0 , and Φ : Rn → Rn be a diffeomorphism such that the coordinate transformation Φ(x) = (y, η)
puts the system (1) into Byrnes-Isidori form (8). Let (y0, η0) = Φ(x0) and K ⊂ Rn be a compact set with

∀ y ∈ Yϕ,y
0

yref
([t0, t0 + T ]) ∀ t ∈ [t0, t0 + T ] : (y(t), η(t; t0, η0, y)) ∈ K. (26)

If
M ≥ Gmax

(
Pmax +

∥∥∥ d
dt

1
ϕ

∥∥∥
∞

+ ‖ẏref‖∞
)
, (27)

where, with p(·, ·) and Γ(·) as in (7) and (8),

Pmax := max
(y,η)∈K

‖p(y, η)‖, Gmax := max
(y,η)∈K

‖Γ(Φ−1(y, η))−1‖,

then UϕT (M, t0, x0) 6= ∅.

Proof. Step 1 : We first show the existence of M > 0 satisfying (27). Note that p and Γ from (7) and (8) are
continuous and Γ is pointwise invertible. Therefore, Pmax and Gmax are well-defined. Furthermore, the essential
supremum ‖ẏref‖∞ is finite, because yref ∈ W 1,∞(R≥0,R

m). Since ϕ is an element of W 1,∞(R≥0,R), always
positive and inft≥0 ϕ(t) > 0 the reciprocal ψ := 1/ϕ is an element of W 1,∞(R≥0,R), too, and in particular ψ̇
is bounded. Thus, M can be chosen as in (27).

Step 2 : We construct a control function u and show that u ∈ UϕT (M, t0, x0). To this end, define e(t) :=
y(t) − yref(t) and observe that, since x0 ∈ Dϕt0 , we have ϕ(t0)

∥∥e(t0)
∥∥ < 1. The application of the output

feedback
u(t) = Γ

(
Φ−1(y(t), η(t))

)−1 (−p(y(t), η(t)) + ϕ(t0)e(t0)ψ̇(t) + ẏref(t)
)

to the system (8) leads to a closed-loop system. If this initial value problem is considered on the interval [t0, t0+
T ], then there exists a unique maximal solution (y, η) : [t0, ω)→ Rn with ω ∈ (t0, t0+T ] and if (y, η) is bounded,
then ω = t0 + T , cf. [31, § 10, Thm. XX]. Then we find for all t ∈ [t0, ω) that

‖e(t)‖ =

∥∥∥∥∫ t

t0
ẏ(s)− ẏref(s) ds+ e(t0)

∥∥∥∥
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=

∥∥∥∥∫ t

t0
p(y(s), η(s)) + Γ

(
Φ−1(y(s), η(s))

)
u(s)− ẏref(s) ds+ e(t0)

∥∥∥∥
=

∥∥∥∥∫ t

t0
ϕ(t0)e(t0)ψ̇(s) ds+ e(t0)

∥∥∥∥ =
∥∥ϕ(t0)e(t0)

(
ψ(t)− ψ(t0)

)
+ e(t0)

∥∥
= ϕ(t0)

∥∥e(t0)
∥∥︸ ︷︷ ︸

<1

ψ(t) < ψ(t).

This means, the tracking error e remains within the funnel, i.e., (y(t), η(t)) ∈ Dϕt for all t ∈ [t0, ω). Thus, y is
uniformly bounded by

‖y‖∞ ≤ ‖y − yref‖∞ + ‖yref‖∞ ≤ ‖ψ‖∞ + ‖yref‖∞ .

Since the error remains within the funnel, the output y, defined on [t0, ω), can be extended to an element
ỹ ∈ Yϕ,y0yref

([t0, t0 + T ]) and so by assumption (26) we have

∀ t ∈ [t0, ω) : (y(t), η(t; t0, η0, y)) ∈ K.

Therefore, (y, η) is bounded and hence ω = t0 + T and, with the same arguments, (y, η) has a continuous
extension to [t0, t0 +T ]. Furthermore, by definition of u it is clear that ‖u‖∞ ≤M and hence u ∈ UϕT (M, t0, x0),
which completes the proof.

The result of Proposition 4.9 essentially guarantees initial feasibility of Algorithm 2.9 for all initial values
from a given bounded set, which we will summarize in the following theorem. To further obtain recursive
feasibility we need to ensure that, after the application of a control u from UϕT (M, t0, x0) over an interval [t0, t],
the set of controls corresponding to the new state value, namely UϕT (M, t, x(t; t0, x0, u)), is non-empty as well.

Theorem 4.10. Consider system (1) with (f, g, h) ∈ Nm. Let ϕ ∈ G, yref ∈ W 1,∞(R≥0,R
m), t0 ∈ R≥0, and

B ⊆ Dϕt0 be a bounded set. Then, there exists M > 0 such that

∀x0 ∈ B ∀T > 0 : UϕT (M, t0, x0) 6= ∅ (28)

and, furthermore,

∀x0 ∈ B ∀T1, T2 > 0 ∀u ∈ UϕT1
(M, t0, x0) ∀ t ∈ [t0, t0 + T1] : UϕT2

(M, t, x(t; t0, x0, u)) 6= ∅. (29)

Proof. Let Φ : Rn → Rn be a diffeomorphism such that the coordinate transformation Φ(x) = (y, η) puts
the system (1) into Byrnes-Isidori form (8). Fix x0 ∈ B and set (y0, η0) := Φ(x0). According to Lemma 4.8
there exists a compact set K such that (25) holds. In particular, K satisfies (26) for every T > 0. Therefore,
Proposition 4.9 yields that there exists M > 0, independent of x0, such that UϕT (M, t0, x0) 6= ∅ for all T > 0,
which shows (28).

If, for any T1 > 0 an arbitrary but fixed control function u ∈ UϕT1
(M, t0, x0) is applied to the system (1),

then the output y of the system (i.e., y(·) := h(x(·; t0, x0, u))) evolves within the funnel and is therefore an
element of Yϕ,y0yref

([t0, t0 + T1]). By (25), this implies Φ(x(t; t0, x0, u)) ∈ K for all t ∈ [t0, t0 + T1]. If, for any
t̂ ∈ [t0, t0 +T1], the system is considered on the interval [t̂, t̂+T2] with T2 > 0 and the current state x(t̂; t0, x0, u)
of the system as initial value, then the prerequisites for Proposition 4.9 are still met on the interval [t̂, t̂+ T2],
i.e., K satisfies (26) in the sense

∀ ỹ ∈ Yϕ,ŷyref
([t̂, t̂+ T2]) ∀ t ∈ [t̂, t̂+ T2] : (ỹ(t), η(t; t̂, η̂, ỹ)) ∈ K,

where (ŷ, η̂) := Φ(x(t̂; t0, x0, u)) ∈ K. To see this, observe that for any ỹ ∈ Yϕ,ŷyref
([t̂, t̂ + T2]) there exists ȳ ∈

Yϕ,y0yref
([t0, t̂+ T2]) with ȳ|[t̂,t̂+T2]

= ỹ and ȳ|[t0,t̂] = y (ȳ is continuous since y(t̂) = ŷ) and we have η(t; t0, η0, ȳ) =

η(t; t̂, η̂, ỹ) for t ∈ [t̂, t̂+T2], thus the assertion follows from (26). Therefore, Proposition 4.9 can again be applied
and yields UϕT2

(M, t̂, x(t̂; t0, x0, u)) 6= ∅, which completes the proof.

Example 4.11. We revisit Example 3.1 and calculate a number M > 0 satisfying (28) and (29) to illustrate
Theorem 4.10 for the linear case. Consider the system (16) in Byrnes-Isidori form with (A1, A2, A3, A4) ∈
Rm×m×Rm×(n−m)×R(n−m)×m×R(n−m)×(n−m) and t0 ∈ R≥0. Let ϕ ∈ G, yref ∈W 1,∞(R≥0,R

m) and define
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ψ := 1/ϕ. Further, assume that A4 is Hurwitz, i.e., all of its eigenvalues have a negative real part. Then there
exist α > 0, β ≥ 1 such that

∀x ∈ Rn−m ∀ t ≥ t0 :
∥∥∥eA4(t−t0)x

∥∥∥ ≤ βe−α(t−t
0) ‖x‖ .

Let N ⊂ Rn−m be an arbitrary, but fixed bounded set. We show that for

B :=
{
y ∈ Rm

∣∣ ϕ(t0)
∥∥y − yref(t0)

∥∥ < 1
}
×N ⊆ Dϕt0

and

M :=
∥∥Γ−1

∥∥ ((‖A1‖ +
β

α
‖A2‖ ‖A3‖

)
(‖ψ‖∞ + ‖yref‖∞) + β ‖A2‖ sup

η0∈N
‖η0‖ +

∥∥∥ψ̇∥∥∥
∞

+ ‖ẏref‖∞

)
the conditions (28) and (29) are satisfied. One can see that M is chosen according to inequality (27) with a
more accurate estimate for Pmax.

To this end, let T > 0 and (y0, η0) ∈ B be arbitrary and denote e(t) := y(t)− yref(t). Since the initial value
is inside the funnel, we have ϕ(t0)

∥∥e(t0)
∥∥ < 1. If the output feedback

u(t) := Γ−1
(
−A1y(t)−A2η(t) + ϕ(t0)e(t0)ψ̇(t) + ẏref(t)

)
is applied to the system (16), then clearly a unique global solution (y, η) : [t0,∞) → Rn exists and, as in the
proof of Proposition 4.9, we may calculate that ‖e(t)‖ < ψ(t) for all t ≥ t0. As a consequence (y(t), η(t)) ∈ Dϕt
for all t ≥ t0, and y is uniformly bounded by

‖y‖∞ ≤ ‖y − yref‖∞ + ‖yref‖∞ ≤ ‖ψ‖∞ + ‖yref‖∞ .

Therefore, for t ≥ t0 we have∥∥η(t; t0, η0, y)
∥∥ =

∥∥∥∥eA4(t−t0)η0 +

∫ t

t0
eA4(t−s)A3y(s) ds

∥∥∥∥
≤
∥∥∥eA4(t−t0)

∥∥∥ ∥∥η0∥∥ +

∫ t

t0

∥∥∥eA4(t−s)
∥∥∥ ‖A3‖ ‖y(s)‖ ds

≤ βe−α(t−t
0) sup
η0∈N

∥∥η0∥∥ +

∫ t

t0
βe−α(t−t

0) ‖A3‖ (‖ψ‖∞ + ‖yref‖∞) ds

≤ β sup
η0∈N

∥∥η0∥∥ + ‖A3‖
β

α
(‖ψ‖∞ + ‖yref‖∞) .

As a consequence we see that ‖u‖∞ ≤M and thus

∀T > 0 : u ∈ UϕT (M, t0, (y0, η0)) 6= ∅

and (28) is satisfied. If any u ∈ UϕT (M, t0, (y0, η0)) is applied to the system (16) and the system is then considered
for any t̂ ∈ [t0, t0 + T ] and T̂ > 0 on the interval [t̂, t̂ + T̂ ], then ϕ(t̂)

∥∥e(t̂)∥∥ < 1 and it can be similarly shown
that the feedback control

û(t) := Γ−1
(
−A1y(t)−A2η(t) + ϕ(t̂)e(t̂)ψ̇(t) + ẏref(t)

)
leads to an element of Uϕ

T̂
(M, t̂, x(t̂; t0, x0, u)), by which M satisfies (29). Here we like to emphasize that the

estimate for η needs to be carried out in terms of t0, i.e., for ŷ(t) := h(x(t; t̂, x(t̂; t0, x0, u), û)) denoting the
output on [t̂, t̂+ T̂ ] and η̂ = η(t̂; t0, x0, u) we have that

η(t; t̂, η̂, ŷ) = eA4(t−t̂)η̂ +

∫ t

t̂

eA4(t−s)A3ŷ(s) ds

= eA4(t−t0)η0 +

∫ t̂

t0
eA4(t−s)A3y(s) ds+

∫ t

t̂

eA4(t−s)A3ŷ(s) ds

and hence we obtain the same bound for
∥∥η(t; t̂, η̂, ŷ)

∥∥ as for
∥∥η(t; t0, η0, y)

∥∥.
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We are now in the position to summarize our results by showing initial and recursive feasibility of the FMPC
Algorithm 2.9 and proving Theorem 2.10.

Proof of Theorem 2.10. Step 1 : According to Theorem 4.10, there exists M > 0 satisfying (28) and (29). Let
x0 ∈ B be an arbitrary initial value and T ≥ δ. Since UϕT (M, t0, x0) 6= ∅ by (28), Theorem 4.6 yields the
existence of some u? ∈ UϕT (M, t0, x0) such that JϕT has a minimum, that is

JϕT (u?; t0, x0) = min
u∈L∞([t0,t0+T ],Rm),

‖u‖∞≤M

JϕT (u; t0, x0),

i.e., u? is a solution of (13) for t̂ = t0 and hence the FMPC Algorithm 2.9 is initially feasible. Furthermore, by
u? ∈ UϕT (M, t0, x0) we have that the error satisfies ‖e(t)‖ ≤ ϕ(t)−1 for all t ∈ [t0, t0 + δ).

Step 2 : Let t̂ ∈ t0 + δN0 be such that the OCP (13) has a solution u? ∈ UϕT (M, t̂, x̂) defined on [t̂, t̂ + T ]

and let x : [t0, t̂ + δ) → Rn be the solution of (1) under the FMPC feedback (14). We now show that the
OCP also has a solution at the next time step t̂ + δ. Since u? is defined on [t̂, t̂ + T ], the solution x has a
continuous extension to [t̂, t̂+T ] and, in particular, x̂ := x(t̂+ δ) is well defined. With uFMPC(t) = µ(t, x(t̃)) for
t ∈ [t̃, t̃+ δ), t̃ ∈ t0 + δN, t̃ ≤ t̂, the corresponding control input uFMPC is well defined on [t0, t̂+ δ) and we have
x(t) = x(t; t0, x0, uFMPC) for all t ∈ [t0, t̂ + δ). Then (29) gives that UϕT (M, t̂ + δ, x̂) 6= ∅ and by Theorem 4.6
there exists ũ ∈ UϕT (M, t̂+ δ, x̂) such that JϕT has a minimum, that is

JϕT (ũ; t̂+ δ, x̂) = min
u∈L∞([t̂+δ,t̂+δ+T ],Rm),

‖u‖∞≤M

JϕT (u; t̂+ δ, x̂),

hence ũ is a solution of (13) on [t̂+ δ, t̂+ δ + T ]. Under the feedback (14), the solution x can thus be extended
to [t0, t̂+ 2δ) and, by definition of UϕT (M, t̂+ δ, x̂), the corresponding tracking error e satisfies ‖e(t)‖ ≤ ϕ(t)−1

for all t ∈ [t0, t̂+ 2δ). This shows that the FMPC Algorithm 2.9 is recursively feasible.

Step 3 : By Step 2 we have shown that system (1) under the FMPC feedback (14) has a global solution
x : [t0,∞)→ Rn and, since uFMPC|[t̂,t̂+δ] ∈ U

ϕ
δ (M, t̂, x(t̂)) for all t̂ ∈ t0 + δN, we have that (i) and (ii) hold.

5 Conclusion
In the present paper we have shown that the FMPC scheme proposed in [3], which solves the problem of tracking
a reference signal within a prescribed performance funnel, is initially and recursively feasible for an arbitrary
finite prediction horizon when applied to nonlinear multi-input multi-output systems with relative degree one
and stable internal dynamics (in the sense of a BIBS condition). By exploiting concepts from funnel control and
using a new “funnel-like” stage cost function, feasibility is achieved without any need for additional terminal or
explicit output constraints while also being restricted to (a priori) bounded control values. In particular, we
have shown that the additional output constraints in the OCP of FMPC considered in [3] are not required to
infer the feasibility results. We have illustrated the application of the FMPC scheme by a simulation not only
of relative degree one systems – for which feasibility is proved so far – but also of systems with higher relative
degree. The simulations show promising preliminary results for this case, too. It is a subject of future research
to show that FMPC is in fact applicable to a larger class of nonlinear systems with stable internal dynamics
and higher relative degree.
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