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Abstract

A research paper in this journal vol. 61, no. 3, pp. 427–434, 2012, by M. Darouach, provides a functional
observer design for linear descriptor systems under the partial impulse observability condition. The observer
design is correct, but there was a flaw in the algebraic criterion characterizing partial impulse observability.
In the present paper, we derive a novel characterization of partial impulse observability in terms of a simple
rank condition involving the system coefficient matrices and an alternative characterization in terms of the
Wong sequences.
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1. Introduction

We consider linear time-invariant multivariable descriptor systems of the form

Eẋ(t) = Ax(t), (1a)

y(t) = Cx(t), (1b)

z(t) = Lx(t), (1c)

where E,A ∈ Rm×n, C ∈ Rp×n, and L ∈ Rr×n are known constant matrices. We call x(t) ∈ Rn the
(unknown) semistate vector, y(t) ∈ Rp the measured output vector, and z(t) ∈ Rr the unknown output
vector. The unknown output z contains those variables which cannot be measured and, therefore, observers
are required to estimate them. The first order matrix polynomial (λE−A), in the indeterminate λ, is called
matrix pencil for (1). Moreover, the system (1) is called regular, if the matrix pencil (λE − A) is regular,
which means that m = n and det(λE −A) is not the zero polynomial in λ. If (λE −A) is not regular, then
it is called singular. Notably, if m = n, then E may be singular (i.e., not invertible).

In [1], Darouach derived an algebraic test for partial impulse observability of (1) with respect to L and
used this concept in designing a functional observer to estimate z. Under the same algebraic assumption, the
observer designing approach of [1] has been improved by using a linear matrix inequality (LMI) formulation
in [2]. The concept of partial impulse observability was first introduced in [1] as follows (see Definition 1
in [1]): The descriptor system (1), or the triplet (E,A,C), is said to be partially impulse observable with
respect to L if y(t) is impulse free for t ≥ 0, only if Lx(t) is impulse free for t ≥ 0.

Roughly speaking, partial observability of (1) is related to the reconstruction of z(t) from the knowledge
of y(t). However, in the presence of inconsistent initial values, z may exhibit impulses and hence partial
impulse observability becomes relevant. For a fundamental analysis of this concept, it is essential to redefine
partial impulse observability in a more rigorous way by considering a proper framework for distributional
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solutions of (1). Here, we consider the class of piecewise-smooth distributions D ′
pwC∞ as introduced in [3];

for a thorough discussion of this class of distributions, we also refer to [4]. Motivated by [5], we denote the
set of all distributional solutions of (1) on [0,∞) by

B :=
{
(x, y, z) ∈ (D ′

pwC∞)n+p+r
∣∣ (x, y, z) satisfies (1) on [0,∞)

}
.

B is called ITP-behavior in [5]. We stress that the equations (1) are only supposed to hold on [0,∞),
and the solution is free on (−∞, 0), which is different from considering solutions of (1) on R restricted
to [0,∞). Here, it is important to note that the distributional restriction to any interval M ⊆ R is well
defined for D ∈ D ′

pwC∞ [4]. Moreover, any D ∈ D ′
pwC∞ can be uniquely represented as a combination of a

distribution induced by a locally integrable piecewise-smooth function f , Dirac delta distributions δtj and

their distributional derivatives δ
(i)
tj [3]. The part of D ∈ D ′

pwC∞ corresponding to δtj and its derivatives is
called the impulsive part and denoted by D[tj ], see also the definition in [5, Eq. (2)]. Since the class D ′

pwC∞

allows to perform point evaluation of any element, throughout the article, x[t], y[t], and z[t] stand for the
impulsive part of the respective variables at time t.

We now exploit the behavior B to reformulate the definition of partial impulse observability as follows.

Definition 1. The descriptor system (1) or the triplet (E,A,C) is partially impulse observable with respect
to L, if

∀ (x, y, z) ∈ B :
(
∀ t ≥ 0 : y[t] = 0

)
=⇒

(
∀ t ≥ 0 : z[t] = 0

)
.

In [1, Lemma 5], the author claimed that the triplet (E,A,C) is partially impulse observable with respect
to L if, and only if,

rank


E A
0 E
0 C
0 L

 = rank

E A
0 E
0 C

 . (2)

Moreover, to prove that (2) implies the partial impulse observability of (1), [1, Lemma 5] assumed without

loss of generality that E =

[
I 0
0 0

]
, A =

[
A11 A12

A21 A22

]
, C =

[
C1 C2

]
, and L =

[
L1 L2

]
, and then

system (1) is transformed into the following form (see (4) in [1]):

ẋ1(t) = A11x1(t) +A12x2(t), (3a)[
A22

C2

]
x2(t) = −

[
A21

C1

]
x1(t) +

[
0

y(t)

]
, (3b)

z(t) = L1x1(t) + L2x2(t). (3c)

Further, by using the fact that (2) is equivalent to the existence of a matrix Ω such that L2 = Ω

[
A22

C2

]
, the

author of [1, Lemma 5] showed that

z(t) =

(
L1 − Ω

[
A22

C2

])
x1(t) + Ω

[
0
I

]
y(t)

and, based on that, claimed that z(t) is impulse free when y(t) is. This claim is actually not correct in
general, because z(t) may have impulses due to the impulses in x1(t) that are not visible in y(t) on [0,∞).
As a specific example, consider system (1) with matrices

E =

1 0 0
0 1 0
0 0 0

 , A =

0 1 0
0 0 1
1 0 0

 , C =
[
1 0 0

]
, and L =

[
0 1 0

]
, (4)
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then (3) reduces to [
ẋ1(t)
ẋ2(t)

]
=

[
0 1
0 0

] [
x1(t)
x2(t)

]
+

[
0
1

]
x3(t), (5a)[

0
0

]
x3(t) = −

[
1 0
1 0

] [
x1(t)
x2(t)

]
+

[
0

y(t)

]
, (5b)

z(t) = x2(t). (5c)

Moreover, for any nonzero α ∈ R, if we take x1(t) = −α for t < 0 and x1(t) = 0 for t ≥ 0, x2 = αδ,
x3 = αδ̇, y = x1, and z = x2, then it is clear from (5) that (x, y, z) ∈ B. Thus, y[t] = 0 for all t ≥ 0, but
z[0] = αδ, which is impulsive for nonzero α. Therefore, the system is not partially impulse observable with
respect to L. Here, it is straightforward that the condition (2) is satisfied by this example, showing that [1,
Lemma 5] is incorrect.

The present paper is organized as follows. Section 2 collects some preliminary results used in the
remainder of the article. Section 3 contains the main contribution of the paper, where we provide a modified
algebraic test to check the partial impulse observability of (1). Section 4 contains a few examples to illustrate
the proposed theory. Finally, Section 5 concludes the paper.

We use the following notations: 0 and I stand for zero and identity matrices of appropriate dimension,
respectively. Sometimes, for more clarity, the identity matrix of size n × n is denoted by In. In a block
partitioned matrix, all missing blocks are zero matrices of appropriate dimensions. The symbols imA and
kerA denote the image and kernel, respectively, of any matrix A ∈ Rm×n. The set AM := {Ax |x ∈ M }
is the image of a subspace M ⊆ Rn under A ∈ Rm×n and A−1M := {x ∈ Rn |Ax ∈ M } represents the
pre-image of M ⊆ Rm under A ∈ Rm×n.

2. Preliminaries

First we collect some standard results for the characterization of solutions to the following homogeneous
system:

E ẋ = A x, (6)

where E , A ∈ Rm×n, and if m = n, E may be singular. By a solution of (6) we mean a piecewise-
smooth distribution x ∈ (D ′

pwC∞)n which satisfies (6) on [0,∞). For any singular matrix pencil, the
Kronecker canonical form (KCF) is the simplest decomposition which provides many useful theoretical tools
for analyzing (6).

Lemma 1. The Kronecker Canonical Form (KCF) [6]: For every matrix pencil (λE − A ) there exist non-
singular matrices P ∈ Cm×m and Q ∈ Cn×n such that, for multi-indices ϵ, f, σ, and η,

P (λE − A )Q =


λEϵ −Aϵ

λIf − Jf
λJσ − Iσ

λEη −Aη

 , (7)

where λEϵ − Aϵ and λEη − Aη have block diagonal structure; each block takes the form λEϵi − Aϵi =

λ
[
Iϵi 0ϵi×1

]
−

[
0ϵi×1 Iϵi

]
and λEηi − Aηi = λ

[
Iηi

01×ηi

]
−

[
01×ηi

Iηi

]
, respectively; both Jf and Jσ are in

Jordan canonical form; Jσ has zeros on its diagonal and thus is a nilpotent matrix; Jf contains, on its
diagonal, all finite eigenvalues of (λE − A ).

Remark 1. The blocks in (7) appear only in pairs. For example, if Eϵ vanishes, then Aϵ also vanishes.
Moreover, ϵ−blocks with ϵi = 0 and/or η−blocks with ηi = 0 are possible, which results in zero columns (for
ϵi = 0) and/or zero rows (for ηi = 0) in the KCF (7). The KCF structure (7) is unique up to the reordering
of the diagonal blocks. The KCF (7) without ϵ− and η−blocks is also called the Weierstrass canonical form
(WCF). In case of a regular matrix pencil (λE − A ), the KCF (7) reduces to the WCF.
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Remark 2. In this paper, we use the KCF (7) to simplify the proof of some theoretical results. But,
the determination of the KCF is not recommended because the computation is numerically ill-posed [7].
Furthermore, since Jf and Jσ are in Jordan canonical form, in general, the matrices P and Q in (7) are
complex-valued matrices. This is computationally undesirable, because if the system matrices are real-
valued, one would like to get real P and Q. To remove such difficulties in the computation of the KCF,
based on the Wong sequences, a numerically stable quasi-Kronecker decomposition, which also reveals the
KCF structure, can be found in [8, 9].

The solution theory of descriptor systems is a simple application of the KCF because it has a block
diagonal structure and the associated variables can be considered separately. Setting

x = Q
[
x⊤
ϵ x⊤

f x⊤
σ x⊤

η

]⊤
, (8)

then in terms of the four different blocks in the KCF, (6) reduces to

Eϵẋϵ = Aϵxϵ, (9a)

ẋf = Jfxf , (9b)

Jσẋσ = xσ, (9c)

Eηẋη = Aηxη. (9d)

Thus, the following solution analysis of (6), via (9), is now straightforward.

S1) Systems of the form (9a) can be written as

[
Iϵ 0

] [ẋ1

ẋ2

]
=

[
A1 A2

] [x1

x2

]
, (10)

where A1 is a nilpotent matrix. Thus, any solution xϵ =
[
x⊤
1 x⊤

2

]⊤
to (10) is given by[

x1(t)
x2(t)

]
=

[
eA1tx0

1 +
∫ t

0
eA1(t−τ)A2x2(τ)dτ
x2(t)

]

=


h1−1∑
i=0

(A1t)
i

i!
x0
1 +

h1−1∑
i=0

Ai
1A2

∫ t

0

(t− τ)i

i!
x2(τ)dτ

x2(t)

 , t ≥ 0, (11)

for some x0
1 of appropriate dimension, where h1 is the nilpotency index of A1 and x2 is arbitrary.

Hence, in general, xϵ satisfying (9a) is always impulsive, cf. [5, p. 26]. Moreover, by [4, Cor. 2.4] any
solution x of (6) is uniquely determined if, and only if, the ϵ−blocks in (7) are not present.

S2) Corresponding to any initial condition, the solution of the free homogeneous state space system (9b)
exhibits no impulses, see [3, Thm. 3.3], i.e., xf [t] = 0 for all t ≥ 0.

S3) According to [10] the solution of (9c) is given by

xσ|[0,∞) = −
h2−1∑
i=1

δ(i−1)J i
σxσ(0−), (12)

where h2 is the nilpotency index of the matrix Jσ. Therefore, the solution of (9c) is impulsive (i.e.,
xσ[0] ̸= 0) if, and only if, xσ(0−) /∈ ker Jσ.

S4) Each block in (9d) can be written as

ẋηi = J⊤
ηi
xηi ,

0 = e⊤ηi
xηi

,
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where J⊤
ηi

is a nilpotent matrix having nilpotency index ηi and eηi is the last column of Iηi . The
only solution for this block is xη = 0 and, in particular, xη[t] = 0 for all t ≥ 0, cf. also [5, p. 25].
Consequently, there are no impulses in the solutions of (6) due to η−blocks. It is important to note
that the η−blocks do not have any solution, not even in the distributional sense, with respect to
nonzero initial conditions.

Remark 3. From above solution analysis, it is clear that the semistate x in (1) may have impulses only
due to ϵ- and σ-blocks in the KCF of (λE −A).

The concept of partial impulse observability of (1) is a natural extension of impulse observability (I-
observability) of system (1a)-(1b): (E,A,C) is impulse observable if, and only if, (E,A,C) is partially
impulse observable with respect to L = In. Alternative definitions for impulse observability are given
in [11, 12] for instance, see also the survey [5] for more details. To check the I-observability of system
(1a)-(1b), the following algebraic criterion has been provided in the literature [5, 11, 12]:

rank

E A
0 E
0 C

 = n+ rankE. (13)

Remark 4. Clearly, I-observability of (1a)-(1b) implies partial impulse observability of (1) with respect
to any matrix L. But the opposite implication is not true in general. In Remark 5 below, we show that
when L = In, the criteria for partial impulse observability of (1) developed in the following sections trivially
reduce to I-observability of (1a)-(1b).

Now, we present some results from basic linear algebra, which play an important role in the further
discussion. The following fundamental result can be found in any standard textbook on linear algebra.

Lemma 2. Let X and Y be any two matrices of compatible dimensions. Then rank

[
X
Y

]
= rankX if, and

only if, kerX ⊆ kerY .

Lemma 3. [13] Let X, W , and Y be any matrices of compatible dimensions. If X has full row rank and/or
Y has full column rank, then

rank

[
X W
0 Y

]
= rankX + rankY.

Finally, we recall the concept of Wong sequences corresponding to (1a) from [8]; for our purposes we
only need the second Wong sequence.

Definition 2. For matrices E, A ∈ Rm×n the Wong sequence {Wi
[E,A]}

∞
i=0 is a sequence of subspaces,

defined by
W0

[E,A] := {0}, Wi+1
[E,A] := E−1(AWi

[E,A]), i ∈ N.

The union W∗
[E,A] :=

⋃
i∈N Wi

[E,A] is called the limit of the Wong sequence.

We conclude this section by recalling the following result for I-observability of system (1a)-(1b) in terms of
the Wong sequences.

Lemma 4. [5] The triple (E,A,C) is I-observable if, and only if,

W∗
[Ē,Ā] ∩ Ā−1(im Ē) = {0},

where Ē =

[
E
0

]
and Ā =

[
A
C

]
.
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3. Main result

The main aim of this section is to derive a simple rank criteria for partial impulse observability of (1)
in terms of the original system matrices. In Theorem 1 below, we first derive this condition in terms of the
KCF of the matrix pencil (λE − A). To prove Theorem 1, without loss of generality, we assume that the
pencil (λE −A) is in KCF. Moreover, we use the notations

CQ =
[
Cϵ Cf Cσ Cη

]
(14)

and
LQ =

[
Lϵ Lf Lσ Lη

]
, (15)

where the sizes of the block matrices on the right hand side of (14) and (15) are compatible with the sizes of
the blocks in the KCF of (λE−A). Furthermore, we assume that Cϵ and Lϵ are partitioned, corresponding
to the decomposition (10) as follows:

Cϵ =
[
C1 C2

]
and Lϵ =

[
L1 L2

]
. (16)

Theorem 1. Consider system (1). Then (E,A,C) is partially impulse observable with respect to L if, and
only if, there exists an integer q ≥ 1 such that

ker


C2 C1A2 C1A1A2 . . . C1A

l−1
1 A2 −CσJσ

C2 C1A2 . . . C1A
l−2
1 A2 −CσJ

2
σ

. . .
. . .

...
...

C2 C1A2 −CσJ
l
σ

C2 0

 ⊆ ker


L2 L1A2 L1A1A2 . . . L1A

l−1
1 A2 −LσJσ

L2 L1A2 . . . L1A
l−2
1 A2 −LσJ

2
σ

. . .
. . .

...
...

L2 L1A2 −LσJ
l
σ

L2 0


(17)

for all integers l ≥ q.

Proof. (⇒): Set q := 1, let l ≥ 1 and

v0
v1
v2
...
vl
v


∈ ker


C2 C1A2 C1A1A2 . . . C1A

l−1
1 A2 −CσJσ

C2 C1A2 . . . C1A
l−2
1 A2 −CσJ

2
σ

. . .
. . .

...
...

C2 C1A2 −CσJ
l
σ

C2 0

 .

Define xσ(t) = v for t < 0, xσ|[0,∞) as in (12) and x2 =

l∑
j=0

δ(j)vj . Then, with x1 as in (11) for x0
1 = 0,

xϵ =
[
x⊤
1 x⊤

2

]⊤
, xf = 0, xη = 0, y = C1x1 + C2x2 + Cσxσ, and z = L1x1 + L2x2 + Lσxσ, we have

(x, y, z) ∈ B. Now, using the convolution property

∫ t

0

(t− τ)i

i!
δ(j)s dτ =


(t−s)i−j

(i−j)! , j = 0, . . . , i,

δ
(j−i−1)
s , j = i+ 1, . . . , l,

(18)

for any s ≥ 0, the equation (11) implies

x1(t) =

h1−1∑
i=0

Ai
1A2


i∑

j=0

ti−j

(i− j)!
vj +

l∑
j=i+1

δ(j−i−1)vj

 , (19)
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where h1 is the nilpotency index of A1. Thus, if h2 is the nilpotency index of Jσ, by (19) and (12), we
obtain

x1[0] =

h1−1∑
i=0

l∑
j=i+1

δ(j−i−1)Ai
1A2vj , (20a)

xσ[0] = −
h2−1∑
i=0

J i+1
σ δ(i)v, (20b)

and clearly x1[t] = 0 and xσ[t] = 0 for all t > 0. Since, by choices of v and vi (0 ≤ i ≤ l),

y[0] =

h1−1∑
i=0

l∑
j=i+1

δ(j−i−1)C1A
i
1A2vj +

l∑
i=0

δ(i)C2vi −
l∑

i=0

δ(i)CσJ
i+1
σ v

=
[
δI δ(1)I . . . δ(l)I

]

C2 C1A2 C1A1A2 . . . C1A

l−1
1 A2 −CσJσ

C2 C1A2 . . . C1A
l−2
1 A2 −CσJ

2
σ

. . .
. . .

...
...

C2 C1A2 −CσJ
l
σ

C2 0





v0
v1
v2
...
vl
v


= 0.

Therefore, partial impulse observability of the system implies z[0] = 0. Hence,

0 = z[0] =

h1−1∑
i=0

l∑
j=i+1

δ(j−i−1)L1A
i
1A2vj +

l∑
i=0

δ(i)L2vi −
l∑

i=0

δ(i)LσJ
i+1
σ v

=
[
δI δ(1)I . . . δ(l)I

]

L2 L1A2 L1A1A2 . . . L1A

l−1
1 A2 −LσJσ

L2 L1A2 . . . L1A
l−2
1 A2 −LσJ

2
σ

. . .
. . .

...
...

L2 L1A2 −LσJ
l
σ

L2 0





v0
v1
v2
...
vl
v


, (21)

which means that 

v0
v1
v2
...
vl
v


∈ ker


L2 L1A2 L1A1A2 . . . L1A

l−1
1 A2 −LσJσ

L2 L1A2 . . . L1A
l−2
1 A2 −LσJ

2
σ

. . .
. . .

...
...

L2 L1A2 −LσJ
l
σ

L2 0

 .

(⇐): Let (x, y, z) ∈ B be such that y[t] = 0 for all t ≥ 0 and x =
[
x⊤
1 x⊤

2 x⊤
f x⊤

σ x⊤
η

]⊤
as in (8) and

(10). By definition of D ′
pwC∞ there is a locally finite set (tk)k∈Z ⊆ R such that x2[tk] ̸= 0 and x2[t] = 0

for all t ̸= tk, see [3]. Let n1 and n2 be the number of components in x2 and xσ, respectively. Then by [3,
Prop. 2.1.12] there exist lk ∈ N and vk,j ∈ Rn1 , for k ∈ Z and j = 0, . . . , lk, such that

x2[tk] =

lk∑
j=0

vk,jδ
(j)
tk

.
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Fix k ∈ Z. Without loss of generality we assume that lk ≥ q, otherwise we may add additional terms with
vk,j = 0. Then, by (11), (12), and (18) with s = tk, we obtain

x1[tk] =

h1−1∑
i=0

lk∑
j=i+1

δ
(j−i−1)
tk

Ai
1A2vk,j ,

x2[tk] =

lk∑
i=0

δ
(i)
tk
vk,i,

xσ[0] = −
h2−1∑
i=0

δ(i)J i+1
σ x0

σ,

where x0
σ ∈ Rn2 . Thus, from y[tk] = 0, it follows that

vk,0
vk,1
vk,2
...

vk,lk
x0
σ


∈ ker


C2 C1A2 C1A1A2 . . . C1A

lk−1
1 A2 −CσJσ

C2 C1A2 . . . C1A
lk−2
1 A2 −CσJ

2
σ

. . .
. . .

...
...

C2 C1A2 −CσJ
lk
σ

C2 0

 .

Then assumption (17) implies that

vk,0
vk,1
vk,2
...

vk,lk
x0
σ


∈ ker


L2 L1A2 L1A1A2 . . . L1A

lk−1
1 A2 −LσJσ

L2 L1A2 . . . L1A
lk−2
1 A2 −LσJ

2
σ

. . .
. . .

...
...

L2 L1A2 −LσJ
lk
σ

L2 0


which, by a similar calculation as in (21), implies z[tk] = 0. Since k was arbitrary and z[t] = 0 for t ̸= tk is
obvious, this proves partial impulse observability of (1) with respect to L. □

Before investigating the algebraic criteria for partial impulse observability of (1) directly in terms of the
system coefficient matrices, we define

Ē =

[
E
0

]
, Ā =

[
A
C

]
, Ē1 =

[
Ē
0

]
, Ā1 =

[
Ā
L

]
,

Fl :=


Ē Ā

Ē Ā
. . .

. . .

Ē Ā
Ē



l
b
lo
ck

ro
w
s

l block columns

, Fl,L :=


Ē1 Ā1

Ē1 Ā1

. . .
. . .

Ē1 Ā1

Ē1



l
b
lo
ck

ro
w
s

l block columns

,

and introduce the following rank condition

∀ l ≥ n+ 1 : rankFl = rankFl,L. (22)

The above rank condition can be transformed in terms of the blocks of the KCF. For example, if l = 2, then
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rankF2 = rank

[
Ē Ā

Ē

]
= rank

E A
C
E

 = rank



Eϵ Aϵ

If Jf
Jσ Iσ

Eη Aη

Cϵ Cf Cσ Cη

Eϵ

If
Jσ

Eη


.

Since Eϵ has full row rank, Eη has full column rank, and If has full rank, it is a direct consequence of
Lemma 3 (applied four times) that

rankF2 = rankEϵ + 2 rank If + 2 rankEη + rank


Jσ Iσ

Cϵ Cσ

Eϵ

Jσ

 .

Then, using column operations corresponding to the multiplication of the last matrix with

−Iσ
I

Jσ Iσ


from the right, we obtain

rankF2 = rankEϵ + 2 rank If + 2 rankEη + rank


Iσ

CσJσ Cϵ Cσ

Eϵ

J2
σ Jσ


= rankEϵ + 2 rank If + 2 rankEη + rank Iσ + rank

CσJσ Cϵ

Eϵ

J2
σ

 .

Now, substituting Eϵ =
[
Iϵ 0

]
, Cϵ =

[
C1 C2

]
and again using Lemma 3 due to full rank of Iϵ, we obtain

rankF2 = 2 rankEϵ + 2 rank If + 2 rankEη + rank Iσ + rank

[
CσJσ C2

J2
σ

]
. (23)

By a similar calculation as above, it is easy to show that

rankF2,L = rank

[
Ē1 Ā1

Ē1

]
= rank


E A

C
L
E


= 2 rankEϵ + 2 rank If + 2 rankEη + rank Iσ + rank

CσJσ C2

LσJσ L2

J2
σ

 . (24)

Thus, in view of Lemma 2, (23) and (24) provide that rankF2 = rankF2,L if, and only if,

ker

[
CσJσ C2

J2
σ

]
⊆ ker

[
LσJσ L2

]
. (25)

We now expound the calculation for any l ≥ 3. We first introduce the following three operations on Fl:
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(i) Write all the block rows in terms of the original system matrices and then substitute the decomposi-
tions (7), (14), and (15) for E, A, C, and L.

(ii) Since each block row contains the full column rank matrices Eη and If , apply Lemma 3 (2l-times)
from the bottom to the top block row.

(iii) Apply Lemma 3 again to the full row rank matrix Eϵ in the first block row.

Thus, we obtain

rankFl = rankEϵ + l rank If + l rankEη

+rank



Jσ
0

Iσ
Cϵ Cσ

1

Eϵ

Jσ

Aϵ

Iσ
Cϵ Cσ

2

. . .
. . .

...
Eϵ

Jσ

Aϵ

Iσ
Cϵ Cσ

l − 1

Eϵ

Jσ
l



(26)

Now, to simplify the rank of the last matrix in (26), we perform the following two operations:

(i) Use elementary column operations to obtain only zero entries to the left of Iσ in the first (l− 1) block
rows. This can be achieved by multiplying the last matrix in (26) with

Iσ
I

−Jσ Iσ
. . .

. . .

J2
σ

. . . Iσ
...

. . .
. . . I

(−1)l−1J l−1
σ · · · J2

σ −Jσ Iσ


from the right.

(ii) Apply Lemma 3 ((l − 1)−times) to the full rank matrices Iσ in each of the first (l − 1) block rows.

Thus, (26) reduces to

rankFl = rankEϵ + l rank If + l rankEη + (l − 1) rank Iσ

+rank



CσJσ Cϵ 1
0

CσJ
2
σ

Eϵ

0
Aϵ

Cϵ
2

...
. . .

. . .
...

0
CσJ

l−1
σ

Eϵ

0
Aϵ

Cϵ
l − 1

0
J l
σ

Eϵ

0
l


(27)

Now, for further simplification, we use the following three operations on the last matrix in (27):

(i) Write Eϵ =
[
Iϵ 0

]
and substitute the decomposition (16) for Cϵ.
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(ii) Use elementary row operations to obtain only zero entries above of Iϵ in each of the corresponding
block columns. This can be achieved by multiplying the last matrix in (27) with

I −C1 C1A1 · · · (−1)l−1C1A
l−2
1

Iϵ −A1 · · · (−1)l−2Al−2
1

I −C1
. . .

...

Iϵ
. . . C1A1

. . . −A1

−C1

Iϵ
I


from the left.

(iii) Apply Lemma 3 ((l − 1)-times) to the full rank matrices Iϵ.

Thus, using the fact that rankEϵ = rank Iϵ, we obtain

rankFl = l rankEϵ + l rank If + l rankEη + (l − 1) rank Iσ

+rank



CσJσ C2 C1A2 . . . C1A
l−4
1 A2 C1A

l−3
1 A2

CσJ
2
σ C2 . . . C1A

l−5
1 A2 C1A

l−4
1 A2

...
. . .

...
...

CσJ
l−2
σ C2 C1A2

CσJ
l−1
σ C2

J l
σ


. (28)

Using similar operations on rankFl,L, it is straightforward to show that

rankFl,L = l rankEϵ + l rank If + l rankEη + (l − 1) rank Iσ

+rank



CσJσ C2 C1A2 C1A1A2 . . . C1A
l−3
1 A2

CσJ
2
σ C2 C1A2 . . . C1A

l−4
1 A2

...
. . .

. . .
...

CσJ
l−2
σ C2 C1A2

CσJ
l−1
σ C2

LσJσ L2 L1A2 L1A1A2 . . . L1A
l−3
1 A2

LσJ
2
σ L2 L1A2 . . . L1A

l−4
1 A2

...
. . .

. . .
...

LσJ
l−2
σ L2 L1A2

LσJ
l−1
σ L2

J l
σ



. (29)

Finally, due to (28) and (29), we may infer from Lemma 2 that, for any integer l ≥ 3, rankFl = rankFl,L

if, and only if,

ker



CσJσ C2 C1A2 C1A1A2 . . . C1A
l−3
1 A2

CσJ
2
σ C2 C1A2 . . . C1A

l−4
1 A2

...
. . .

. . .
...

CσJ
l−2
σ C2 C1A2

CσJ
l−1
σ C2

J l
σ


⊆ ker


LσJσ L2 L1A2 L1A1A2 . . . L1A

l−3
1 A2

LσJ
2
σ L2 L1A2 . . . L1A

l−4
1 A2

...
. . .

. . .
...

LσJ
l−2
σ L2 L1A2

LσJ
l−1
σ L2

 .

(30)
With these findings we are now ready to state the main result of this paper.
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Theorem 2. For a given system (1), the following statements are equivalent:

(a) (E,A,C) is partially impulse observable with respect to L.
(b) The condition (22) holds.
(c) rankFn+1 = rankFn+1,L.
(d) W∗

[Ē,Ā]
∩ Ā−1(im Ē) ⊆ kerL.

Proof. The equivalence of (a) and (b) is a direct consequence of Theorem 1 and the conditions (25)
and (30). The statement (b) ⇒ (c) is obvious. Thus, in order to complete the proof, it is sufficient to show
that (c) ⇒ (d) and (d) ⇒ (b). Before proving these statements, we observe, by a simple permutation of
rows, that

Fl,L = P



Fl0 L
. . .

L


(l−

1
)
b
lo
ck

ro
w
s

l block columns


,

where P is a suitable permutation matrix, and hence rankFl = rankFl,L holds if, and only if,

kerFl ⊆ ker

0 L
. . .

L

 = Rn × kerL× . . .× kerL︸ ︷︷ ︸
(l−1) times

. (31)

(c) ⇒ (d): Let vn ∈ W∗
[Ē,Ā]

∩ Ā−1(im Ē). Since the Wong sequences terminate after finitely many

steps, and in each iteration before termination the dimension increases by at least one, it is clear that
W∗

[Ē,Ā]
= Wn

[Ē,Ā]
. Hence there exists vn−1 ∈ Wn−1

[Ē,Ā]
such that Ēvn = −Āvn−1. Successively, there exist

vi ∈ Wi
[Ē,Ā]

such that Ēvi+1 = −Āvi for i = n − 2, . . . , 1 and Ēv1 = 0, since v1 ∈ W1
[Ē,Ā]

= ker Ē.

Furthermore, since also vn ∈ Ā−1(im Ē) there exists vn+1 ∈ Rn such that Āvn = −Ēvn+1. Therefore, we
find that (v⊤n+1, v

⊤
n , . . . , v

⊤
1 )

⊤ ∈ kerFn+1 and from (31) it follows that vn ∈ kerL.
(d) ⇒ (b): In order to show (b) we prove that (31) holds for all l ≥ n+1. Let x = (x⊤

l , . . . , x
⊤
1 )

⊤ ∈ kerFl.
Then Ēxl = −Āxl−1, . . . , Ēx2 = −Āx1, Ēx1 = 0 and hence we have

x1 ∈ ker Ē = W1
[Ē,Ā],

x2 = Ē−1(−Āx1) ∈ Ē−1(ĀW1
[Ē,Ā]) = W2

[Ē,Ā],

...

xl = Ē−1(−Āxl−1) ∈ Ē−1(ĀW l−1
[Ē,Ā]

) = W l
[Ē,Ā].

Since Wi
[Ē,Ā]

⊆ W∗
[Ē,Ā]

for all i ≥ 1 we have that xi ∈ W∗
[Ē,Ā]

for all i = 1, . . . , l. Furthermore, since

Āxi = −Ēxi+1 for i = 1, . . . , l − 1 we have that xi ∈ Ā−1(im Ē), hence

∀ i = 1, . . . , l − 1 : xi ∈ W∗
[Ē,Ā] ∩ Ā−1(im Ē) ⊆ kerL,

which shows (31). This completes the proof. □

Remark 5. It is clear that if L = In, then the condition of statement (d) in Theorem 2 reduces to the
criterion for I-observability from Lemma 4.

Remark 6. The condition of statement (c) in Theorem 2 is straightforward to implement by using a one-
line command, for instance, in MATLAB. If s is the least positive integer such that Ws+1

[Ē,Ā]
= Ws

[Ē,Ā]
, then

the number (n + 1) in statement (c) of Theorem 2 can be replaced by s. Here, we use (n + 1) blocks in F
because the value of s is not known in advance and our main aim is to provide a condition directly in terms
of the known data, i.e., the system coefficient matrices and the dimension n. Notably, using (n+ 1) blocks
does not make the condition of statement (c) in Theorem 2 less or more restrictive.

12



4. Illustrative examples

Example 1. Consider system (1) described by the coefficient matrices

E =
[
1 0

]
, A =

[
0 1

]
, C =

[
1 0

]
, and L =

[
0 1

]
.

Then (E,A,C) is not partially impulse observable with respect to L, because choosing x1 as the Heaviside
step function and x2 = δ we obtain a solution with y[t] = 0 for all t ≥ 0, but z[0] = x2[0] = δ ̸= 0, thus z
exhibits impulses while y is impulse free. On the other hand, it is easy to verify that

rankF3 = 4 ̸= 5 = rankF3,L.

Example 2. Consider system (1) with the coefficient matrices as in the counterexample in Eq. (4) in
Section 1. Then, as shown there, (E,A,C) is not partially impulse observable with respect to L. It is
easy to see that

rankF4 = 9 ̸= 10 = rankF4,L.

Example 3. Consider system (1) with the same matrices E, A, and L as in the counterexample in Eq. (4),
but with C =

[
0 0 1

]
. Here our purpose is to show that, by changing the matrix C, it is easily possible

to modify the given system in such a way that it becomes partially impulse observable with respect to the
same L. It is clear that

x|[0,∞) = −

 0
x0
1

x0
2

 δ −

 0
0
x0
1

 δ̇,

for suitable x0
1, x

0
2, and hence

y[0] = −x0
1δ − x0

2δ̇,

z[0] = −x0
1δ.

Clearly y[0] = 0 implies x0
1 = x0

2 = 0 and hence also z[0] = 0. Thus (E,A,C) is partially impulse observable
with respect to L. We can also verify this fact by checking the rank condition

rankF4 = 11 = rankF4,L.

This demonstrates the effectiveness of statement (c) in Theorem 2.

5. Conclusion

This paper has established necessary and sufficient conditions for the partial impulse observability of
linear descriptor systems. The developed conditions in terms of a rank criterion involving the original
system coefficient matrices and the Wong sequences, respectively, are very easy to implement.
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