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Abstract

We study radially symmetric solutions of a class of chemotaxis systems generalizing the prototype

(⋆)

{

ut = ∆u− χ∇ · (u∇v) + λu− µuκ, x ∈ Ω, t > 0,

0 = ∆v −m(t) + u, x ∈ Ω, t > 0,

in a ball Ω ⊂ R
n, with parameters χ > 0, λ ≥ 0, µ ≥ 0 and κ > 1, and m(t) := 1

|Ω|

∫

Ω
u(x, t)dx.

It is shown that when n ≥ 5 and

κ <
3

2
+

1

2n− 2
,

then there exist initial data such that the smooth local-in-time solution of (⋆) blows up in finite time.
This indicates that even superlinear growth restrictions may be insufficient to rule out a chemotactic
collapse, as is known to occur in the corresponding system without any proliferation.
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Introduction

We consider the time evolution of a cell population under the influence of chemotaxis, diffusion, and
cell kinetics of logistic type. In view of numerous applications ([8]), we assume that the chemotactic
movement is directed towards increasing concentrations of the chemical signal substance, and that this
substance is produced by the cells themselves. A celebrated model for such a process was proposed by
Keller and Segel ([13]), and a simplification thereof, based on the assumption that chemicals diffuse much
faster than cells, leads to the parabolic-elliptic problem



















ut = ∆u− χ∇ · (u∇v) + f(u), x ∈ Ω, t > 0,

0 = ∆v −m(t) + u, x ∈ Ω, t > 0,
∂u
∂ν

= ∂v
∂ν

= 0, x ∈ ∂Ω, t > 0,
∫

Ω
v(x, t)dx = 0, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

(0.1)
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for the cell density u = u(x, t) and the concentration v = v(x, t) of the chemical. Here u0 is a given
nonnegative function and f(u) models proliferation and death of cells, a prototype being

f(u) = λu− µuκ, u ≥ 0, (0.2)

with λ ≥ 0, µ ≥ 0 and κ > 1. The function m(t) denotes the time-dependent spatial mean of u(·, t), that
is, if the physical domain Ω is bounded then we set

m(t) :=
1

|Ω|

∫

Ω

u(x, t)dx, t > 0. (0.3)

In the special case f ≡ 0 with trivial cell kinetics, (0.1) was introduced in [12], and it was shown there
that in the two-dimensional setting this problem exhibits a mass threshold phenomenon in respect of
singularity formation: Indeed, if Ω ⊂ R

2 is a ball and f ≡ 0, then all radially symmetric initial data with
small total mass

∫

Ω
u0 exist globally in time and remain bounded, whereas if

∫

Ω
u0 is large then (u, v)

may blow up in finite time in the sense that ‖u(·, t)‖L∞(Ω) becomes unbounded within finite time (cf. also
[1]). Similar conclusions are true in the nonradial setting, when Ω = R

2, or when the second PDE in
(0.1) is replaced with the parabolic equation vt = ∆v − v + u ([15], [1], [16], [10], [7], cf. also [21]).
In the higher-dimensional case when n ≥ 3, certain alternative smallness assumptions, involving stronger
norms of the initial data, still guarantee boundedness of solutions, but small total mass of cells appears
to be insufficient to rule out blow-up if f ≡ 0 ([23], [27]).
On the other hand, logistic-type growth restrictions in the style of (0.2) have been detected to prevent any
chemotactic collapse in some systems closely related to (0.1): In [19] it was shown that if f(u) = µu(1−u)
with some µ > 0, then in planar bounded domains Ω ⊂ R

2, all solutions of the corresponding initial-
boundary value problem for

{

ut = ∆u− χ∇ · (u∇v) + f(u), x ∈ Ω, t > 0,

vt = ∆v − v + u, x ∈ Ω, t > 0,
(0.4)

are global and bounded. If n ≥ 3 and Ω ⊂ R
n is bounded and convex, the same boundedness result is

available under the additional assumption that µ be sufficiently large ([26]). Similar conclusions in both
the two-dimensional and the higher-dimensional framework were derived in [24] for the parabolic-elliptic
system

{

ut = ∆u− χ∇ · (u∇v) + f(u), x ∈ Ω, t > 0,

0 = ∆v − v + u, x ∈ Ω, t > 0,
(0.5)

with f generalizing the choice f(u) = µu(1− u).

Less restrictive growth restrictions of type (0.2) with κ possibly being smaller than two were considered
in [25], where some global ”very weak” solutions of (0.5) were constructed for rather arbitrary initial
data under the assumption that κ > 2− 1

n
, n ≥ 2. In the recent paper [18], such proliferation terms were

shown to assert boundedness of solutions in a variant of (0.5) where the production term u in the second
PDE is replaced by sublinear signal kinetics term uα with certain α < 1.

Going beyond these boundedness statements, a number of results is available which show that the inter-
play of chemotactic cross-diffusion and cell kinetics of type (0.2) may lead to quite a colorful dynamics.
For instance, the dynamical system associated with (0.4) with f(u) = µu(1−u) was proved to possess an
exponential attractor when n = 2 ([19]). Moreover, recent numerical evidence indicates that even in the
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spatially one-dimensional case this problem seems to allow for chaotic behavior ([9]). A rigorous state-
ment on the global dynamical properties of (0.4) was obtained in [5] and [6] for the related special case
f(u) = µu2(1− u) of a Fisher-type source with cubic absorption; there, namely, the authors established
a two-sided estimate c1χ ≤ dimA ≤ c2χ

2 (for some c2 > c1 > 0 when χ ≥ 1) for the fractal dimension of
the corresponding global attractor.

In summary, the available analytical results on chemotaxis systems with logistic sources as in (0.2) con-
centrate on providing conditions, mostly on f , that are sufficient to assert boundedness of solutions,
possibly along with more detailed dynamical properties; to the best of our knowledge, up to now no
exploding solution has been proved to exist under such circumstances. It is the goal of the present paper
to show that such a chemotactic collapse need not be ruled out by any logistic-type growth restriction
of type (0.2). Indeed, let us assume that the cell kinetics term f in (0.1) satisfies the following set of
hypotheses.

(H1) f ∈ C0([0,∞)) ∩ C1((1,∞)).

(H2) f(u) ≥ −µuκ for all u ≥ 0 and some µ ≥ 0 and κ > 1.

(H3) f(u) ≤ A · (1 + u) for all u ≥ 0 with some A ≥ 0.

Our main result then reads as follows.

Theorem 0.1 Assume that n ≥ 5 and that Ω ⊂ R
n is a ball, and suppose that f satisfies (H1)-(H3) with

some µ ≥ 0, A ≥ 0 and κ > 1 such that

κ <
3

2
+

1

2n− 2
.

Then for all m0 > 0 and each T0 > 0 there exist radially symmetric positive initial data u0 ∈ C∞(Ω̄) such
that 1

|Ω|

∫

Ω
u0 = m0, and such that (0.1), (0.3) possesses a unique classical solution (u, v) in Ω × (0, T )

for some T ∈ (0, T0) which fulfills

‖u(·, t)‖L∞(Ω) → ∞ as tր T.

Remark. i) In particular, the above hypotheses (H1)-(H3) cover the case of a Gompertz-type cell
kinetics given by

f(u) = −µu ln
u

A
, u ≥ 0,

for each µ > 0 and A > 0. Accordingly, it is asserted that in any of the resulting chemotaxis-Gompertz
models blow-up occurs despite the superlinear absorptive character of the kinetic term.
ii) The exponent κn := 3

2 + 1
2n−2 below which the statement of Theorem 0.1 applies decreases to 3

2 as
n→ ∞ and satisfies κn < 2 for all n ≥ 5, in accordance with the mentioned boundedness results available
for κ = 2 when µ is small ([24]).
iii) Let us also mention that the choice f ≡ 0 is as well consistent with (H1)-(H3), and that correspond-
ingly as a by-product of Theorem 0.1 we thereby obtain a rigorous blow-up result for the Keller-Segel
model without cell proliferation in space dimensions n ≥ 5.

The question whether or not such explosion phenomena may occur on the one hand appears to be of
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evident biological relevance. Indeed, they apparently represent the most drastic version of the effect that

a population exceeds its ”carrying capacity”, which for (0.1), (0.2) would be the finite number (λ
µ
)

1
κ−1 .

Whereas the parabolic comparison principle essentially rules out such a behavior in the case when χ = 0
in (0.1), it is known that chemotactic cross-diffusion of the form in (0.1) may lead to at least bounded
exceedance of the carrying capacity in the large time limit ([14], [24]).
On the other hand, the mentioned question also gives rise to the mathematical challenge of proving blow-
up in a diffusive system with superlinear absorption in the PDE for the component which is supposed to
become unbounded. In fact, it seems that only few techniques have turned out to be efficient tools for
proving blow-up in Keller-Segel-type systems. These either require the availability of a nontrivial free
energy ([10], [2], [27]), the access of the n-th moment functional t 7→

∫

Ω
|x|nu(x, t)dx to an ODI analysis

([15], [1]), or the circumstance that (radial) solutions can be transformed into solutions of a single scalar
parabolic equation allowing for a comparison principle ([12], [3], [4]). More sophisticated techniques in-
volving matched asymptotics procedures and degree arguments to detect non-generic blow-up behavior
seem to rely on the very specific structure of the non-forced Keller-Segel model ([7], [22]). However, none
of these requirements appear to be met in presence of logistic sources, not even in the simple model (0.1).

Accordingly our analysis will be based on a different approach which may be viewed as an ODI analysis
of some Lp seminorms, with singular weights and p smaller than one, of the mass distribution function

w(s, t) :=

∫

B
s

1
n
(0)

u(x, t)dx, s ∈ [0, R], t ≥ 0,

of radial solutions in the spatial domain Ω = BR(0) ⊂ R
n. In fact, w satisfies a degenerate scalar

parabolic equation that contains, unlike in the well-studied case f ≡ 0, a nonlocal nonlinearity involving
the spatial derivative ws (cf. (1.4) below).

1 Preliminaries

1.1 Local existence

The question of local solvability of (0.1) for sufficiently smooth initial data can be addressed by adapting
methods that are well-established in the context of Keller-Segel-type systems. We therefore may confine
ourselves with a statement of the main result in this direction, and refer the interested reader e.g. to [3],
[28] and [11] for detailed reasonings in closely related situations.

Lemma 1.1 Suppose that f ∈ C0([0,∞)) ∩ C1((0,∞)) is such that f(0) ≥ 0. Let n ≥ 1, and assume
that Ω = BR(0) ⊂ R

n for some R > 0, and that u0 ∈ C1(Ω̄) is positive and radially symmetric with
respect to x = 0. Then there exist Tmax ∈ (0,∞] and a unique pair

(u, v) ∈
(

C0(Ω̄× [0, Tmax)) ∩ C
2,1(Ω̄× (0, Tmax))

)2

which solves (0.1), (0.3) in the classical sense in Ω×(0, Tmax). Moreover, we have u > 0 in Ω×(0, Tmax),
and both u(·, t) and v(·, t) are radially symmetric with respect to x = 0 for all t ≥ 0. Finally,

if Tmax <∞ then ‖u(·, t)‖L∞(Ω) → ∞ as tր Tmax. (1.1)
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Unlike in the case when f ≡ 0, no complete information of the evolution of mass is available for (0.1)
when f is not affine. As a substitute which will be sufficient for our purpose, we can easily derive an
exponential upper bound for the growth of m(t).

Lemma 1.2 Suppose that (H1) and (H3) hold with some A ≥ 0, and that f(0) ≥ 0. Then the function
m in (0.3) satisfies

m(t) ≤ (m0 + 1) · eAt for all t ∈ (0, Tmax), (1.2)

where m0 := 1
|Ω|

∫

Ω
u0.

Proof. Integrating the first equation in (0.1) in space yields

d

dt

∫

Ω

u(·, t) =

∫

Ω

f(u) ≤ A|Ω|+A

∫

Ω

u for all t ∈ (0, Tmax)

because of (H3). Upon a time integration, this shows that
∫

Ω
u(x, t)dx ≤ (

∫

Ω
u0 + |Ω|) · eAt − |Ω| for

t ∈ (0, Tmax). Dividing by |Ω| and omitting the last nonpositive term, we immediately arrive at (1.2). ////

1.2 Transformation to a nonlocal scalar parabolic equation

Let us assume that Ω = BR(0) with some R > 0 and that u0 ∈ C1(Ω̄) is radially symmetric with respect
to x = 0, and let (u, v) denote the corresponding radial solution in Ω× (0, Tmax) asserted by Lemma 1.1.
Without danger of confusion, we may write u = u(r, t) and v = v(r, t) with r = |x| ∈ [0, R].
Following [12], we introduce

w(s, t) :=

∫ s
1
n

0

ρn−1u(ρ, t)dρ, s = rn ∈ [0, Rn], t ∈ [0, Tmax), (1.3)

and then compute

ws(s, t) =
1

n
· u

(

s
1
n , t

)

, wss(s, t) =
1

n2
· s

1
n
−1ur

(

s
1
n , t

)

.

Since from the second equation in (0.1) we see that

rn−1vr(r, t) = −

∫ r

0

ρn−1u(ρ, t)dρ+
m(t)rn

n
,

we thus see, again using (0.1), that

wt(s, t) =

∫ s
1
n

0

ρn−1ut(ρ, t)dρ

=

∫ s
1
n

0

(ρn−1ur)r(ρ, t)dρ−

∫ s
1
n

0

(ρn−1uvr)r(ρ, t)dρ+

∫ s
1
n

0

ρn−1f(u(ρ, t))dρ

= s1−
1
nur(s

1
n , t)− u(s

1
n , t) ·

(

−

∫ s
1
n

0

ρn−1u(ρ, t)dρ+
m(t)s

n

)

+

∫ s
1
n

0

ρn−1f(u(ρ, t))dρ.
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Upon evident substitutions we thereby obtain that w satisfies the scalar parabolic equation

wt = n2s2−
2
nwss + nχwws − χm(t)sws +

1

n
·

∫ s

0

f
(

n · ws(σ, t)
)

dσ, s ∈ (0, Rn), t ∈ (0, Tmax), (1.4)

with nonlocal nonlinearity. In light of (H2) and (0.3), we thus see that w solves























wt ≥ n2s2−
2
nwss + nχwws − χm(t)sws − µnκ−1 ·

∫ s

0

wκ
s (σ, t)dσ, s ∈ (0, Rn), t ∈ (0, Tmax),

w(0, t) = 0, w(Rn, t) =
m(t)Rn

n
, t ∈ (0, Tmax),

w(s, 0) = w0(s), s ∈ (0, Rn),
(1.5)

where we have set

w0(s) :=

∫ s
1
n

0

ρn−1u0(ρ)dρ for s ∈ [0, Rn]. (1.6)

We observe that by nonnegativity of u, we have ws ≥ 0 in (0, Rn) × (0, Tmax). In particular, in view of
the boundary condition at s = Rn we have the rough estimate

w(s, t) ≤
m(t)Rn

n
for all s ∈ [0, Rn] and t ∈ [0, Tmax). (1.7)

2 Blow-up

2.1 An integral inequality for t 7→
∫ Rn

0
s−αwp(s, t)ds

Our analysis will focus on the time evolution of the functional
∫ Rn

0
s−αwp for suitable α > 1 and p < 1

which will be fixed in Lemma 2.3 below. A first observation concerning this will be made in the following
lemma which still requires much milder assumptions than needed for the proof of our main results.

Lemma 2.1 Suppose that (H1)-(H3) hold with some κ > 1, µ ≥ 0 and A ≥ 0. Assume that Ω = BR(0) ⊂
R

n with some R > 0 and n ≥ 2. Let u0 ∈ C1(Ω̄) be radial, and let (u, v) denote the solution of (0.1) in
Ω× (0, Tmax). Then for all α > 0 and p ∈ (0, 1), the function w defined by (1.3) satisfies

1

p

∫ Rn

0

s−αwp(s, t)ds + 2n(n− 1)

∫ t

0

∫ Rn

0

s1−
2
n
−αwp−1wsdsdτ

+ χ

∫ t

0

m(τ) ·

∫ Rn

0

s1−αwp−1wsdsdτ

+ µnκ−1

∫ t

0

∫ Rn

0

s−αwp−1(s, τ) ·
(

∫ s

0

wκ
s (σ, τ)dσ

)

dsdτ

≥
1

p

∫ Rn

0

s−αw
p
0(s)ds

+ n2(1− p)

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

sdsdτ
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+
nχ

2

∫ t

0

∫ Rn

0

s−αwpwsdsdτ

+
nχα

2(p+ 1)

∫ t

0

∫ Rn

0

s−α−1wp+1dsdτ (2.1)

for all t ∈ (0, Tmax), where w0 is as in (1.6).

Proof. We multiply (1.5) by (s+ ε)−αwp−1(s, τ) and integrate over s ∈ (0, Rn) to obtain

1

p

d

dt

∫ Rn

0

(s+ ε)−αwp(s, t)ds ≥ n2
∫ Rn

0

s2−
2
n (s+ ε)−αwp−1wss + nχ

∫ Rn

0

(s+ ε)−αwpws

−χm(t)

∫ Rn

0

s(s+ ε)−αwp−1ws

−µnκ−1 ·

∫ Rn

0

(s+ ε)−αwp−1(s, t)
(

∫ s

0

wκ
s (σ, t)dσ

)

ds

=: I1 + I2 + I3 + I4 for all t ∈ (0, Tmax). (2.2)

An integration by parts yields

I1 = n2(1− p) ·

∫ Rn

0

s2−
2
n (s+ ε)−αwp−2w2

s − n2 ·

∫ Rn

0

d

ds

{

s2−
2
n (s+ ε)−α

}

· wp−1wsds

+n2s2−
2
n (s+ ε)−αwp−1ws

∣

∣

∣

∣

Rn

0

. (2.3)

In order to show that

n2s2−
2
n (s+ ε)−αwp−1ws

∣

∣

∣

∣

Rn

0

≥ 0, (2.4)

we observe that due to the strong maximum principle we have u > 0 in Ω̄ × (0, Tmax), and hence also

ws(s, t) =
1
n
u(s

1
n , t) is positive for s ∈ [0, Rn] and t ∈ (0, Tmax). In particular, this implies that for all

t ∈ (0, Tmax) we can find c1(t) > 0 such that w(s, t) ≥ c1(t) · s for all s ∈ [0, Rn]. Since moreover ws(·, t)
is bounded in L∞((0, Rn)) for any fixed t ∈ (0, Tmax), this ensures that indeed

s2−
2
n · wp−1(s, t) · ws(s, t) ≤

‖ws(·, t)‖L∞((0,Rn))

c
1−p
1 (t)

· sp+1− 2
n → 0 as s→ 0

because of the fact that p+ 1− 2
n
> 1− 2

n
≥ 0. By positivity of ws, this proves (2.4). Therefore, since

d

ds

{

s2−
2
n (s+ ε)−α

}

=
(

2−
2

n

)

s1−
2
n (s+ ε)−α − αs2−

2
n (s+ ε)−α−1 ≤

(

2−
2

n

)

s1−
2
n (s+ ε)−α

for all s > 0, we infer from (2.3) that

I1 ≥ n2(1− p) ·

∫ Rn

0

s2−
2
n (s+ ε)−αwp−2w2

s − 2n(n− 1) ·

∫ Rn

0

s1−
2
n (s+ ε)−αwp−1ws (2.5)
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for all t ∈ (0, Tmax). As to I2, we split I2 = I2
2 + I2

2 and again integrate by parts to find

I2

2
=

nχ

2(p+ 1)
·

∫ Rn

0

(s+ ε)−α(wp+1)s

≥
nχα

2(p+ 1)
·

∫ Rn

0

(s+ ε)−α−1wp+1, (2.6)

because

nχ

2(p+ 1)
(s+ ε)−αwp+1

∣

∣

∣

∣

Rn

0

≥ 0

due to the fact that w(0, t) = 0 for all t ∈ (0, Tmax). Combining (2.2)-(2.6) and integrating over (0, t)
yields upon an obvious rearrangement

1

p

∫ Rn

0

(s+ ε)−αwp(s, t)ds + 2n(n− 1)

∫ t

0

∫ Rn

0

s1−
2
n (s+ ε)−αwp−1wsdsdτ

+ χ

∫ t

0

m(τ) ·

∫ Rn

0

(s+ ε)1−αwp−1wsdsdτ

+ µnκ−1

∫ t

0

∫ Rn

0

(s+ ε)−αwp−1(s, τ)dsdτ ·

∫ s

0

wκ
s (σ, τ)dσdsdτ

≥
1

p

∫ Rn

0

(s+ ε)−αw
p
0(s)ds

+ n2(1− p)

∫ t

0

∫ Rn

0

s2−
2
n (s+ ε)−αwp−2w2

sdsdτ

+
nχ

2

∫ t

0

∫ Rn

0

(s+ ε)−αwpwsdsdτ

+
nχα

2(p+ 1)

∫ t

0

∫ Rn

0

(s+ ε)−α−1wp+1dsdτ

for t ∈ (0, Tmax). Here in each term we apply the monotone convergence theorem in taking ε ց 0 to
arrive at (2.1). ////

The next lemma will enable us to estimate the crucial term in (2.1) which stems from the nonlocal
nonlinearity in (1.4). It is based on an application of Fubini’s theorem, followed by a straightforward
three-step interpolation argument.

Lemma 2.2 Let n ≥ 3, R > 0, κ ∈ (1, 32 + 1
2n−2 ), α > 1 and p ∈ (0, 1). Moreover, let θ ∈ (κ − 1, κ2 ) be

such that
θ <

n

n− 2
· (2− κ). (2.7)

Then for all ε > 0 there exists Cε > 0 such that for any nondecreasing ϕ ∈ C1([0, Rn]) fulfilling ϕ > 0 in
(0, Rn) we have

∫ Rn

0

s−αϕp−1(s) ·
(

∫ s

0

ϕκ
s (σ)dσ

)

ds ≤ ε

∫ Rn

0

s2−
2
n
−αϕp−2ϕ2

s + ε

∫ Rn

0

s−αϕpϕs + ε

∫ Rn

0

s−1−αϕp+1

8



+Cε

∫ Rn

0

ϕ
p+

2
n

θ−(2−θ−κ)α

2−θ+ 2
n

θ−κ .

Remark. The above restriction κ < 3
2 + 1

2n−2 precisely asserts that in fact it will be possible to pick
θ > κ− 1 such that (2.7) holds (cf. also the proof of Lemma 2.3 below).

Proof. By Fubini’s theorem we have

I :=

∫ Rn

0

s−αϕp−1(s) ·
(

∫ s

0

ϕκ
s (σ)dσ

)

ds =

∫ Rn

0

(

∫ Rn

σ

s−αϕp−1(s)ds
)

· ϕκ
s (σ)dσ.

Since ϕp−1(s) decreases with s due to the fact that p < 1, and since α > 1, we can estimate

I ≤

∫ Rn

0

(

∫ Rn

σ

s−αds
)

· ϕp−1(σ)ϕκ
s (σ)dσ

≤
1

α− 1

∫ Rn

0

σ1−αϕp−1(σ)ϕκ
s (σ)dσ := Ĩ .

We now let ε > 0 be given and apply Young’s inequality with exponents 1
θ
and 1

1−θ
to obtain c1 > 0 such

that

Ĩ =
1

α− 1

∫ Rn

0

(

s2−
2
n
−αϕp−2ϕ2

s

)θ

·
(

s1−α−(2− 2
n
−α)θϕp−1−(p−2)θϕκ−2θ

s

)

≤ ε

∫ Rn

0

s2−
2
n
−αϕp−2ϕ2

s + c1

∫ Rn

0

s−α−
2θ− 2

n
θ−1

1−θ ϕp+ 2θ−1
1−θ ϕ

κ−2θ
1−θ
s .

Here since θ ∈ (κ− 1, κ2 ) we have 0 < κ−2θ
1−θ

< 1, so that another application of Young’s inequality, with

exponents 1−θ
κ−2θ and 1−θ

1+θ−κ
yields c2 > 0 such that

c1

∫ Rn

0

s−α−
2θ− 2

n
θ−1

1−θ ϕp+ 2θ−1
1−θ ϕ

κ−2θ
1−θ
s ≤ ε

∫ Rn

0

s−αϕpϕs + c2

∫ Rn

0

s−α−
2θ− 2

n
θ−1

1+θ−κ ϕp+ 2θ−1
1+θ−κ .

Finally, according to our assumption (2.7) we know that β :=
2θ− 2

n
θ−1

1+θ−κ
satisfies β < 1, whence employing

Young’s inequality with exponents α+1
α+β

and α+1
1−β

provides c3 > 0 fulfilling

c2

∫ Rn

0

s−α−
2θ− 2

n
θ−1

1+θ−κ ϕp+ 2θ−1
1+θ−κ ≤ ε

∫ Rn

0

s−α−1ϕp+1 + c3

∫ Rn

0

ϕ
p+

2
n

θ−(2−θ−κ)α

2−θ+ 2
n

θ−κ .

This completes the proof. ////

With the above statement at hand, we can proceed to derive from Lemma 2.1 a favorable integral

inequality for t 7→
∫ Rn

0
s−αwp(s, t)ds for suitable α > 1 and p < 1, provided that n ≥ 5 and κ < 3

2 +
1

2n−2 .

Lemma 2.3 Let n ≥ 5, R > 0,m0 > 0 and suppose that (H1)-(H3) are valid with some µ ≥ 0, A ≥ 0
and κ ∈ (1, 32 + 1

2n−2 ). Then there exist α > 1, p ∈ (0, 1), δ > 0,Λ > 0 and C > 0 such that whenever

9



u0 = u0(r) is nonnegative in Ω = BR(0) ⊂ R
n such that 1

|Ω|

∫

Ω
u0 = m0, then for the corresponding

solution (u, v) of (0.1) in Ω× (0, Tmax) and w as defined by (1.3) we have

∫ Rn

0

s−αwp(s, t)ds ≥

∫ Rn

0

s−αw
p
0(s)ds+δ

∫ t

0

(

∫ Rn

0

s−αwp(s, τ)ds
)

p+1
p

dτ−C eΛt for all t ∈ (0, Tmax),

(2.8)
where w0 is as given by (1.6).

Remark. It is important here to observe that according to the above formulation, the constants δ,Λ
and C depend on u0 only through its total mass m0.

Proof. Since κ < 3
2 + 1

2n−2 , we have κ− 1 < n
n−2 (2− κ), so that it is possible to pick θ ∈ (κ− 1, κ2 )

such that
θ <

n

n− 2
· (2− κ). (2.9)

Then 2− θ + 2
n
θ − κ > 0, and hence

γ(p, α) := p+
2
n
θ − (2− θ − κ)α

2− θ + 2
n
θ − κ

, p ∈ [0, 1], α ≥ 1, (2.10)

satisfies

γ(1, 1) =
2− θ + 2

n
θ − κ+ 2

n
θ − 2 + θ + κ

2− θ + 2
n
θ − κ

=
4

n
·

θ

2− θ + 2
n
θ − κ

> 0,

so that by continuiuty we can find p0 ∈ (0, 1) and α0 > 1 such that

γ(p, α) ≥ 0 for all p ∈ [p0, 1) and α ∈ (1, α0]. (2.11)

Now the fact that n ≥ 5 allows us to fix α ∈ (1, α0] such that

α < 2−
4

n
,

which ensures that α− 1 + 2
n
< n−2

n
. Hence, we can finally choose p ∈ [p0, 1) fulfilling

p >
n

n− 2
·
(

α− 1 +
2

n

)

. (2.12)

We now suppose that u0 = u0(r) is nonnegative with 1
|Ω|

∫

Ω
u0 = m0, and let w and w0 be defined by

(1.3) and (1.6), respectively. Then Lemma 2.1 says that

1

p

∫ Rn

0

s−αwp(s, t)ds ≥
1

p

∫ Rn

0

s−αw
p
0(s)ds

+c1

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

s

+c1

∫ t

0

∫ Rn

0

s−αwpws
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+c1

∫ t

0

∫ Rn

0

s−1−αwp+1

−2n(n− 1)

∫ t

0

∫ Rn

0

s1−
2
n
−αwp−1ws

−χ

∫ t

0

m(τ) ·

∫ Rn

0

s1−αwp−1ws

−µnκ−1

∫ t

0

∫ Rn

0

s−αwp−1(s, τ) ·
(

∫ s

0

wκ
s (σ, τ)dσ

)

dsdτ

=: J1 + J2 + J3 + J4 − J5 − J6 − J7 for all t ∈ (0, Tmax) (2.13)

holds with c1 := min{n2(1− p), nχ2 ,
nχα

2(p+1)}. Here, Young’s inequality first provides c2 > 0 such that

J5 ≤
c1

3

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

s + c2

∫ t

0

∫ Rn

0

s−
2
n
−αwp,

and then yields c3 > 0 such that

c2

∫ t

0

∫ Rn

0

s−
2
n
−αwp ≤

c1

4

∫ t

0

∫ Rn

0

s−1−αwp+1 + c3

∫ t

0

∫ Rn

0

s−
2
n
−α+n−2

n
·p.

According to (2.12), we know that − 2
n
− α+ n−2

n
· p > −1, so that we conclude that

J5 ≤
1

3
J2 +

1

4
J4 + c4t for all t ∈ (0, Tmax) (2.14)

holds with some c4 > 0.
Next, in order to estimate J6 we recall (1.2) which states that

m(t) ≤ (m0 + 1) eAt for all t ∈ (0, Tmax)

with A as in (H3). Therefore, using Young’s inequality as before we find c5 > 0 and c6 > 0 fulfilling

J6 ≤ (m0 + 1)χ

∫ t

0

∫ Rn

0

eAτs1−αwp−1ws

≤
c1

3

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

s + c5

∫ t

0

∫ Rn

0

e2Aτ · s
2
n
−αwp

≤
c1

3

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

s +
c1

4

∫ t

0

∫ Rn

0

s−1−αwp+1

+c6

∫ t

0

∫ Rn

0

e2(p+1)Aτ · s
2
n
−α+n+2

n
·p.

Since clearly (2.12) implies that 2
n
− α+ n+2

n
· p > −1, for some c7 > 0 we have

J6 ≤
1

3
J2 +

1

4
J4 + c7e

2(p+1)At for all t ∈ (0, Tmax). (2.15)
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Finally, an application of Lemma 2.2 with sufficiently small ε > 0 (for instance, with ε = c1
4 ) yields c8 > 0

such that

J7 ≤
c1

3

∫ t

0

∫ Rn

0

s2−
2
n
−αwp−2w2

s + c1

∫ t

0

∫ Rn

0

s−αwpws +
c1

4

∫ t

0

∫ Rn

0

s−1−αwp+1

+c8

∫ t

0

∫ Rn

0

wγ(p,α)(s, τ)dsdτ

with γ(p, α) as given by (2.10). Since γ(p, α) ≥ 0 thanks to (2.11) and our choice of p and α, the pointwise
estimate

w(s, τ) ≤
m(τ)Rn

n
≤

(m0 + 1)Rn

n
eAτ for all s ∈ (0, Rn) and τ ∈ (0, Tmax)

asserted by (1.7) and (1.2) shows that

J7 ≤
1

3
J2 + J3 +

1

4
J4 + c9 e

γ(p,α)·At for all t ∈ (0, Tmax) (2.16)

holds with some c9 > 0. Collecting (2.13)-(2.16), we see that

∫ Rn

0

s−αwp(s, t)ds ≥

∫ Rn

0

s−αw
p
0(s)ds+

pc1

4

∫ t

0

∫ Rn

0

s−1−αwp+1−C eΛt for all t ∈ (0, Tmax) (2.17)

is valid with Λ := max{2(p+ 1), γ(p, α)} ·A and some C > 0. Here, by the Hölder inequality we have

∫ Rn

0

s−αwp =

∫ Rn

0

s−α+
p(α+1)
p+1 ·

(

s−1−αwp+1
)

p

p+1

≤
(

∫ Rn

0

s−α+pds
)

1
p+1

·
(

∫ Rn

0

s−1−αwp+1
)

p

p+1

,

so that since (2.12) entails that −α+ p > −1, we obtain

pc1

4

∫ t

0

∫ Rn

0

s−1−αwp+1 ≥
pc1

4
·
( p+ 1− α

Rn(p+1−α)

)
1
p

·

∫ t

0

(

∫ Rn

0

s−αwp
)

p+1
p

for all t ∈ (0, Tmax).

Therefore (2.17) implies (2.8) upon an evident choice of δ. ////

2.2 Proof of the main results

In order to be able to apply a convenient comparison argument to the integral inequality provided by
Lemma 2.3, as a last preparation let us state an elementary lemma of Gronwall type.

Lemma 2.4 Let a > 0, δ > 0 and β > 0, and suppose that for some T > 0, y ∈ C0([0, T ]) is a
nonnegative function satisfying

y(t) ≥ a+ δ ·

∫ t

0

y1+β(τ)dτ for all t ∈ (0, T ). (2.18)
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Then

T ≤
1

βδaβ
. (2.19)

Proof. We first claim that whenever ε ∈ (0, a), for the solution zε, defined up to its maximal existence
time Tε, of

{

z′ε(t) = δz1+β
ε (t), t ∈ (0, Tε),

zε(0) = a− ε,
(2.20)

we have Tε ≥ T and zε < y in (0, T ). Indeed, if this was false then there would exist t0 ∈ (0,min{T, Tε})

such that zε < y on (0, t0), but zε(t0) = y(t0). Since zε(t) = a − ε + δ
∫ t

0
z1+β
ε (τ)dτ for all t ∈ (0, Tε),

however, this would imply that

a− ε+ δ

∫ t0

0

z1+β
ε (τ)dτ = y(t0) ≥ a+ δ

∫ t0

0

y1+β(τ)dτ > a+ δ

∫ t0

0

z1+β
ε (τ)dτ,

which is absurd.
Now integrating (2.20), we explicitly find that

Tε =
1

βδ(a− ε)β
for all ε ∈ (0, a),

so that (2.19) results from the inequality Tε ≥ T on taking εց 0. ////

We can now pass to the proof of our main results.

Proof (of Theorem 0.1). We fix n ≥ 5 and may assume that Ω = BR(0) ⊂ R
n with some R > 0.

Then given κ ∈ (1, 32 + 1
2n−2 ) and m0 > 0, we let α > 1, p ∈ (0, 1), δ > 0,Λ > 0 and C be as provided by

Lemma 2.3. Now for fixed T > 0 we pick a > 0 large such that

a >
( p

δT

)p

. (2.21)

Next,

ψε(s) :=
m0

n
·
Rn + ε

s+ ε
· s, s ∈ [0, Rn], ε > 0,

is nonnegative and satisfies

ψε(s) ր
m0R

n

n
for all s ∈ (0, Rn] as εց 0,

so that the monotone convergence theorem asserts that

∫ Rn

0

s−αψp
ε (s)ds→ ∞ as εց 0.

Thus, we can find some sufficiently small ε > 0 such that

∫ Rn

0

s−αψp
ε (s)ds ≥ a+ C eΛT . (2.22)
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With this value of ε fixed henceforth, we let

w0(s) := ψε(s), s ∈ [0, Rn], (2.23)

and then immediately see that w0 belongs to C∞([0, Rn]) and satisfies w0(0) = 0, w0(R
n) = m0R

n

n
and

w0s(s) > 0 for all s ∈ [0, Rn]. Accordingly, the function u0 defined by u0(x) := n · w0s(|x|
n) for x ∈ Ω̄ is

radially symmetric, smooth and positive in Ω̄ with 1
|Ω|

∫

Ω
u0 = m0.

We claim that the maximal existence time Tmax of the corresponding solution (u, v) of (0.1) satisfies
Tmax < T . To see this, we let w be given by (1.3) and apply Lemma 2.3 and use (2.23) and (2.22) to
obtain the inequality

∫

Ω

s−αwp(s, t)ds ≥

∫ Rn

0

s−αw
p
0(s)ds+ δ

∫ t

0

(

∫ Rn

0

s−αwp(s, τ)ds
)

p+1
p

dτ − CeΛt

≥ a+ δ

∫ t

0

(

∫ Rn

0

s−αwp(s, τ)ds
)

p+1
p

dτ for all t ∈ (0, Tmax). (2.24)

This means that y(t) :=
∫ Rn

0
s−αwp(s, t)ds, t ∈ (0, Tmax), satisfies (2.18) with β := 1

p
, so that Lemma

2.4 states that

Tmax ≤
1

1
p
· δ · a

1
p

.

In conjunction with our largeness assumption (2.21) on a, this entails that indeed Tmax < T and thereby
completes the proof. ////

3 Discussion

We have performed a rigorous blow-up analysis for the system (0.1) which acts as a model for the interplay
between self-diffusion, chemotactic cross-diffusion, and cell proliferation and death. We concentrated on
the spatially radial framework, where (0.1) is equivalent to the scalar degenerate nonlocal PDE (1.4) for
the unknown w defined in (1.3). We have thereby identified a class of nonlinearities f which exhibit
superlinear absorption at large densities, but which are unable to prevent chemotactic collapse in (0.1).

Our approach was based on an analysis of the functional y(t) :=
∫ Rn

0
s−αwp(s, t)ds with appropriate

α > 1 and, which seems to be novel in this context, with (positive) p less than one. This allowed us not
only to make sure that the dissipative properties in (0.1) can be overbalanced by the cross-diffusive part,
but also to show that some of the diffusive terms contributing to the evolution of y(t) itself essentially
dominates the absorptive nonlocal nonlinearity (cf. (2.1), Lemma 2.2 and Lemma 2.3). In particular, the
technical condition (2.12), which is closely related to our overall restrictions on n and κ, was crucial for
the estimates for the integrals J5 and J6 in (2.13). This finally led to the observation that the evolution
of y(t) will eventually be determined by the chemotactic term, which according to (2.24) gives rise to an
integral inequality of the form (2.18) for y(t) with a nonlinearity growing with y in a superlinear way
(that actually is close to the naturally expected quadratic behavior according to the fact that p lies close
to 1).
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Of course, our result is to be understood as a first step towards a more general theory of Keller-Segel
systems with sources of logistic type. Although it is restricted to space dimensions of no physical relevance,
it confirms that the aggregative tendency of the cross-diffusive term in (0.1) need not be compensated by
any superlinear death term. We conjecture that actually the critical growth exponent in (H2) should be
κ = 2 in the sense that for any κ < 2 blow-up may occur. We moreover believe that also in the relevant
space dimension n = 3 a critical superlinear absorption behavior of f(u) exists that distinguishes between
occurrence and impossibility of blow-up.
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