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Abstract

We consider the chemotaxis-haptotaxis system

u = Au—xV - (uVv) =&V - (uVw) + pu(l — u — w),
ve = Av—v+ f(u),

wy = —vw + nuw(l —u— w),

in a bounded convex domain 2 C R"™ with smooth boundary, where x, &, and n are positive
constants, and where f € C*([0,00)) is a given function fulfilling f(0) > 0 and

f(s) < Kg(s+1)” for all s > 0

with some Ky > 0 and a > 0.

It is asserted that whenever

[][eV]

ifn=1,

o < 16 .
{ 2(7;+2) if n > 2,

the Neumann boundary problem with suitably regular initial data possesses a unique global and
bounded classical solution.
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1 Introduction

Taxis mechanism are known to play an important role in the process of cancer cell invasion of neigh-
boring tissue. In addition to random motion, cancer cells are able to direct their migration toward
the higher concentration of enzymes secreted by themselves, while they are moreover attracted by
matrix molecules adhering to the tissue and consequently their movement is biased toward the higher
density of tissue as well. Cancer cells usually undergo proliferation and death and compete surviving
space with adjacent tissue. The diffusible enzymes can degrade the tissue, which is assumed to have
a certain ability to recover to a normal level, and which competes for space with cancer cells.

A renowned macroscopic model accounting for these mechanisms, as proposed by Chaplain and Lolas
([4], [5]), gives rise to studying the parabolic-parabolic-ODE initial-boundary value problem given by

(w = Au—xV:(uVv) =&V - (uVw) + pu(l —u—w), z€Q, t>0,

vy = Av—v+ f(u), ze, t>0,

wy = —ovw+nw(l —u—w), reQ, t>0, (1.1)
(Vu—xqu—&qu)-uz%zO, € o, t>0,

u(z,0) = up(z), v(z,0)=12vo(x), w(z,0)=wy(zx), x € Q,

in a bounded domain 2 C R™ with smooth boundary, and in fact a considerable literature has addressed
questions from existence and qualitative theories therefor under various circumstances. In particular,
quite a comprehensive knowledge could be generated in the case when n = 0, hence reflecting situations
in which spontaneous tissue remodeling can be neglected. For such systems, various results on global
existence of classical solutions are available under mild assumptions inter alia allowing for the most
prototypical choice f(u) = u ([18], [19], [24], cf. also [1] for a survey), and furthermore some results on
boundedness and even on large time stabilization could be achieved, partially upon some additional
assumptions on the initial data wp and on the model parameters p and x ([10], [24], [27]), or upon
some further simplification replacing the second identity in (1.1) by an elliptic equation ([21], [22]), or
upon alternative model modifications by e.g. including nonlinear cell diffusion ([13], [31], [26]).

As for full versions of the system (1.1) which do contain tissue remodeling terms by admitting 7
to be positive, only little seems known, which from a mathematical perspective might be viewed as
reflecting some additional destabilizing potential induced by the reaction term —nuw, then entering
(1.1) in a nontrivial manner, through possible effects on formation of sharp haptoattractant gradients
Vw which due to the lack of diffusion cannot expected to be regularized during evolution. Actually, in
the case when f(u) = u the only results we are aware of in this field are either restricted to spatially
two-dimensional settings, in which in fact a result on global existence and boundedness could recently
be derived ([16], cf. also the precedents [15] and [23]), or on the construction of weak solutions, which
were indeed found to exist also in three-dimensional domains ([17]), but the regularity information on
which is yet rather poor and especially does not rule out the possibility of finite-time emergence of
singularities.

Main results.  The purpose of the present work consists in examining to which extent the regularity
properties of the full system (1.1), thus including tissue remodeling, benefit from certain saturation
effects in the production of enzymes at large densities of the tumor population. In particular, we shall
subsequently consider (1.1), with positive parameters x, &, 4 and 7, under that standing assumptions



that
f € C([0,00)) is such that f(0) >0, (1.2)

and that the growth of f at large values of u is controlled from above according to
f(s) S Ky(s+1)% for all s >0 (1.3)

with some Ky > 0 and o > 0. Our hypotheses concerning the initial data will be that

{ ug, vo and wp are nonnegative functions from C?Y(Q) for some 9 > 0, (1.4)

With%:%:%:(]on@ﬂ.
Addressing precisely this setup, for the physically relevant three-dimensional case a recent work ([3])
has provided a result on global existence of bounded classical solutions under the condition that f
grows at most in a considerably sublinear manner in the sense that in (1.3) we have a < % and hence

1
l—a> 5 (1.5)
The goal of this work is to develop an apparently novel type of mathematical approach, at its core
based on an argument relying on well-known maximal Sobolev regularity estimates for inhomogeneous
heat equations (see Section 4), which allows for a significant reduction of the gap between saturated
and linear signal production expressed in (1.5), and our main results will reveal that (1.5) can actually
be replaced with the assumption that merely

1
1— — 1.6
a>10 (1.6)

when n = 3. More precisely, and more generally, we shall derive the following.
Theorem 1.1 Letn > 1 and 2 C R™ be a bounded convex domain with smooth boundary, let ug,vg

and wo satisfy (1.4), and let x > 0, > 0, > 0 and 1 > 0 be such that p > Enmax{1, [[wolr(q)}-
Then if [ satisfies (1.2) and (1.3) with some o > 0 fulfilling

3 .

3 ifn=1,

a < 6 . (17)
{ 2(7;112) ifn =2,

the problem (1.1) admits a global classical solution (u,v,w) which is bounded in the sense that
[u(- )Ly <C forallt >0 (1.8)

with some C > 0.

2 Local existence and a convenient extensibility criterion

Following a rather standard reduction step (see e.g. [6], [7], [25] and [20] for some precedents), we
conveniently transform (1.1) by the substitution

a:=e Wy, (2.1)



through which, namely, in the framework of classical solutions the problem (1.1) becomes equivalent
to

(a; = e V- (ef¥Va) — xe ¥V - (e*¥aVv) + Lavw + (p — Enw)a(l — e¥a —w), = € Q, t >0,
v = Av—v+ f(ef¥a), e, t>0,
wy = —vw+nw(l —w—e¥a), zeN, t>0,
9o — Zv —, z €09, t>0,

L a(z,0) = e 0@ yg(z), v(2,0) =vo(z), w(x,0)=wo(z), x €.

(2.2)

In this setting, the following statement on local existence and extensibility can be derived by means
of quite well-established arguments.

Lemma 2.1 Suppose that n > 1 and that Q C R" is a bounded domain with smooth boundary, that
X, &, pand n are positive, and that (1.4) holds. Then there exist Tyq. and a uniquely determined triple
(a,w,v) of nonnegative functions a,v and w belonging to C*1(Q x [0, Tynax)) which form a classical
solution of (2.2) in Q x (0, Timaz), and which are such that

if Trnaz < 00, then limsup {Ha(-,t)HLoo(Q) + HVw(-,t)HLq(Q)} =00  forallg>n+2. (2.3)

t/‘Tmaz

Furthermore, with u := e*¥a and T := min{1, %Tmaz} we have

/ u(+,t) < m := max {\Q] , / uo} for all t € (0, Taz) (2.4)
Q Q

and "
T 1
/ / u? < H/f)m for allt € (0, Typaw — T) (2.5)
t Q

as well as
w(z,t) < M = max{l, ||w0||Loo(Q)} for all x € Q and t € (0, Thnag)- (2.6)

PROOF.  On the basis of a standard fixed point argument, the claims concerning local existence and
extensibility can be verified by minor adaptation of well-documented reasonings, e.g. the proof detailed
for a related two-dimensional analogue in [23, Lemmata 2.1 and 2.2], to the present multi-dimensional
setting. The nonnegativity of a,v and w as well as (2.6) thereafter follow from the maximum principle,
and since an integration in the first equation from (1.1) shows that

4 uzu/u—u/uQ—,u/uwgu/u—u/UQ for all t € (0, Tnaz), (2.7)
dt Jo Q Q Q 0 0

due to the fact that [, u* > ﬁ( Jo u)? by the Cauchy-Schwarz inequality we readily infer both (2.4)
and (2.5). O

Throughout the sequel, without further explicit mentioning we shall suppose that n > 1 and 2 C R™
is a bounded convex domain with smooth boundary, that (1.4) holds, that x,&, u and n are positive



and p > &M with M > 0 taken from (2.6), and let a, v, w and u as well as T}, be as correspondingly
provided by Lemma 2.1 and (2.1).

In order to conveniently relax the extensibility criterion (2.3), let us make sure that L° bounds for a
already entail spatial L? bounds for Vw with arbitrarily large finite ¢, at least locally in time:

Lemma 2.2 Suppose that

sup |la(+,t)|[ oo () < o0. (2.8)
te(0,Tmax)

Then for all p > 2 and any T > 0 one can find C(p,T) > 0 such that
/ |Vw(-,t)|PT? < C(p,T) for all t € (0, min{T s, T}). (2.9)
Q

ProoOr.  Rewriting the first equation in (2.2) in the form
a; = Aa+ g(x,t) - Va+ h(x,t), r e, te(0,Tha), (2.10)
we see that thanks to (2.8), the coefficient functions
g(x,t) == &Vw — xVo, x€Q, te€(0,Tha),
and
h(z,t) == —x&aVv - Vw — xaAv + Eavw + (u — Enw)a(l — e¥¥a — w), z e, te (0, Tha),
satisfy
lg(z,t)| < c1|Vw| + 1 for all z € Q and t € (0, Trnaz)
as well as
|h(z,t)| < 2| Vw| + ca| Av| + ¢ for all z € Q and t € (0, Tyaz)

with some ¢; > 0 and ¢z > 0, because (2.8) clearly entails boundedness of v and Vv in © x (0, Tyaz)
through standard parabolic estimates (see e.g. [11, Lemma 4.1]). Therefore, by means of Young’s
inequality we see that with some c3 = ¢3(p) > 0 and ¢4 = ¢4(p) > 0 we have

1d
/|Va|p = /|Va\p_2Va-V(Aa+g-Va—|—h)
pdt Jo 0

1
= 2/ |Va]p2A|Va]2—/ |Va\p2|D2a|2+/ Val|P~2Va -V (g-Va+h)
Q Q Q

IN

—/ \ValP~2|D%al? - / (9-Va+h)- {\Va]p_zAa +(p—2)|Va|P~*Va- (D% - Va)}
Q Q

< —/ |Va|p_2|D2a|2—|—(\/ﬁ+p—2)/ |g-Va+h|'|Va|p_2|D2a\
0 Q

1
< —/ \Va|p2]D2a|2+63/ lg-Va+ h|? - |ValP~2
2 Ja 0
1 p=2|12,, |2 P PUA 2 »
< [ValP~?|D%al* + ¢4 | |Va|’|Vw|” +ca | |ValP|Av|” +cq4 [ |Val
2 Jo Q Q Q
—1—04/ |Vw2+64/ |Av|® 4 ¢4 (2.11)
Q )

5



for all ¢ € (0, Tyaz), because Va - VAa = 3A|Va|? — |D?a|?, because aW“' <0 on I x (0, T)az) by
convexity of Q0 ([14]), and because |Aa| < /n|D?%al. We now note that ‘thanks to the latter we may
also infer from (2.8) that there exists ¢5 = ¢5(p) > 0 such that

/]Va\p” = —/a\Va|pAa—p/a]Va\p_QVa-(DQa-Va)
Q Q Q
< (it plalmo [ [VaPiD%
1 1
2| ? 21212 °
< c5 |Va|Pt : |ValP~%|D*al for all t € (0, Thnaz)
Q Q
and hence
/ |ValPt? < cg/ |ValP~2|D?al? for all t € (0, Trnaz)- (2.12)
Q Q

Again using Young’s inequality, we thus readily see that (2.11) implies that
/ ValP + / / Va2 D% < cgt- sup / V., )yp+2+c6/ / AVPY2 4 er- (E41) (2.13)
s€(0,t)

for all t € (0, Trnaz), With some ¢ = cg(p) > 0 and ¢z = c7(p, [, [Va(-,0)?) > 0, where maximal
Sobolev regularity estimates ([8]) along with (2.8) and (2.6) yield cs = cs(p, [o |Avo(+,0)[PT2,T) > 0
satisfying

¢
/ / |Av|PT? < g for all ¢ € (0, min{T 4z, T}). (2.14)
0 JQ

As, independently, on testing the third equation in (2.2) by |Vw[PVw we easily find cg = cg(p) > 0
and c¢19 = c10(p, [o [Vw(-,0)[PT2) > 0 such that

t
/|vw|p+2 g(;g/ /\Va|1’+2+c10 for all t € (0, Tynaz), (2.15)
Q 0 JQ

in view of (2.12) this entails that if we restrict ¢ so as to satisfy ¢t € [0,t9] with tyg = to(p) €
(0, min{Tynqe, T'}) fulfilling cZegeoto < &, then as a consequence of (2.13) we obtain that

t
p/ /|va\p—2|p2a|2
8Jo Jo

When combined with (2.12) and (2.15), this establishes (2.9) for any such ¢, and since ¢y could be
chosen so as to depend only on p but not on, e.g., (a,v,w)(+,0), we may repeat this procedure finitely
many times if necessary to conclude that (2.9) actually holds for all ¢ € (0, min{T 4z, T'})- O

IN

cr-(t+1) 4 cg - cg + csciot

A

Cy - (T + 1) + cg - c]g + C(;CloT for all t € [O, t()].

Thereby, (2.3) actually reduces to the following.
Lemma 2.3 The solution of (2.2) actually has the property that

if Trnaz < 00, then  limsup |la(-,t)|| foe (o) = 0. (2.16)
t

max

PrRoOOF.  This directly follows by combining Lemma 2.1 with Lemma 2.2. O



3 Implications of gradient estimates for v on integrability of a

In order to concretize our goal to be subsequently pursued, let us state the following observation
which forms the starting point therefor, and which can be obtained by means of a standard testing
procedure. The following lemma is the only place in this paper in which our standing assumption
w > EnM is explicitly utilized.

Lemma 3.1 Let p > 1. Then there exists C(p) > 0 such that

d 1 / P 1 / / /
- §w p 2 p+1 P 2 p+1
esYal + Vazl|* + a <C(p a’|Vou|*+ C(p v + C(p 3.1
dt Jo C(p) Q’ | C(p) Ja ») Q Vol ®) Q ®) @1

for all t € (0, Trnaz)-

PROOF.  This can be seen in a straightforward manner on testing the first equation in (2.2) against
aP~1: Thanks to Young’s inequality and (2.6), namely, from (2.2) we see that with ¢; := u—&nM >0
and some ¢y = c2(p) > 0,

d

7 elaP = p/ ab~t. {V (8%Va) — XV - (e*¥aVv) + e5Pavw + (1 — Enw)aet® (1 — e5¥a — w)}
Q Q

—i—f/ efal - { —ow+nw(l —w — egwa)}
Q
= —pp-— 1)/ e aP2|Val* + p(p — 1)X/ Y aP~Va - Vo
Q Q
—i—pf/ e*YaPow
Q
+p/ (1 — Enw)etaP — p/ (1 — Enw)e* W aP* — p/ (1 — Enuw)ealw
Q Q Q
—5/ S aPow + 577/ S aPw — §n/ SV aPw? — §17/ X Pty
Q Q Q Q

-1 —1)x?
_p(p )/egwap2lva|2+p(p 5 )X /efwap]Vv|2
Q Q

IN

2

+p§/ e aPow —|—pu/ egwap—pcl/ e%waerl%—{n/ eSYaPw
Q Q Q Q

-1 —1)x?
_p(p ) / e{wap72’va|2 + p(p )X / e{wap’vv|2

2 Q 2 Q

_pglf eQEwap+1+02/ e~ (PDEw | (L L L )
Q Q

IN

for all t € (0, Tinae). Once more recalling (2.6), from this we readily infer (3.1). O

In order to draw appropriate consequences of this, but also for later reference, let us recall from [30,
Lemma 3.4] the following statement on control of the inhomogeneous part in a Duhamel formula
associated with the ODI ¢/(¢) + Ay(t) < h(t) with given nonnegative h and A > 0.



Lemma 3.2 Let T € (0,00] and 7 € (0,T), and let h € L}, ((0,T)) be nonnegative and such that with
some b > 0,

t+7
/ h(s)ds <b  forallt e (0,T — 7).
t
Then for any choice of A > 0,

t
b
/ e M3 p(s)ds < 77)\ for allt € (0,T).
0 1—e A7

Now estimating the crucial first integral on the right of (3.1) by means of two different strategies
depending on whether n = 1 or n > 2, using Lemma 3.2 we obtain from Lemma 3.1 the following
criterion for the derivation of estimates for a which are of a similar flavor of those implied by (2.4)
and (2.5), but which go beyond these when the parameter p addressed below satisfies p > 1.

Lemma 3.3 Suppose that p > 1 is such that with T := min{1, %Tmam} we have

t+T1
s [ e s < o0 Fn=1,
te (0,7, —7)Jt
stmax 3.2
b 2p+2 . ( )
Sup ||,U('7 8)||W1,2p+2(9)d8 < 00 an Z 2
te(0,Tmaz—7) J1
Then there exists C = C(p) > 0 such that
/ al(-,t) < C(p) for all t € (0, Trnaz) (3.3)
Q
and
t+T1
/ / a’*! < C(p) Jor allt € (OaTmaz - T)- (34)
t Q

PrROOF.  According to Lemma 3.1, we can fix ¢; = ¢i(p) > 0 and ¢2 = c2(p) > 0 such that

d

— efwap+cl/ |Vag|2+cl/ aPtl < 02/ ap|Vv]2+02/ P ey for all t € (0, Thnaz), (3.5)

dt Jo Q Q Q 0
and in the case n > 2 we use Young’s inequality to see that with some c3 = ¢3(p) > 0 we herein have

02/ aP|Vu|? < Cl/ aP ™! —|—03/ |Vo|2PT2 for all t € (0, Trnaz)-
Q 3 Ja Q
Since clearly, by the same token and (2.6),
p+1 2p+2 c2|9]
co [ VP <y | v + 0 for all t € (0, Thax)
Q Q

as well as

631/ p+1 > 64/ efwap —c5 for all t € (O,Tmam) (36)
Q Q

8



with some ¢4 = c4(p) > 0 and ¢5 = ¢5(p) > 0, from (3.5) we thus infer that in this case,

d Q
/ egwap+c4/ eSWaP + Cl/ aP ™ < 03/ Wikas +02/ v?Pt2 4 it + ¢

for all t € (0,T1nqaz). Thanks to (3.2), on integration using Lemma 3.2 from this we readily obtain
both (3.3) and (3.4).

In the case n = 1, in (3.5) we rather make use of the second summand on the left: By means of the
Gagliardo-Nirenberg inequality, (2.4) and Young’s inequality, namely, we see that with some positive
constants cg = c6(p), ¢y = c7(p) and cg = cg(p) we have

2 / aPv?
Q

IN

D
calla2 |7 oo oy llvallZ2(q)
P P+l P
< co- (@Bl g ot ) g( S A P S oA

er- (@81l iy + 1} - e

< afl(a?)e7z )+csuvx||2”” +cg forall t € (0, Trnaa)-

IN

As furthermore combining the Gagliardo-Nirenberg inequality with Young’s inequality we easily find
cg = co(p) > 0 fulfilling

02/ Pt < @Hv“%{}fg(m + ¢ for all t € (0, Thaz ),
Q

again relying on an inequality of the form in (3.6) we thereby obtain ci9 = cio(p) > 0 and ¢11 =
c11(p) > 0 such that

d
— | efaP + 610/ Sl + clo/ aPt <ec 1||’U”W1 2(q) T C11 for all t € (0, Thaz ),
dt Jo Q 0
and can hence derive (3.3) and (3.4) from (3.2) through Lemma 3.2 as before. O

4 The core: gradually improving bounds for |[,a” and ftHT Jo a?t!

Inspired by the outcome of Lemma 3.3, our strategy now will consist in successively improving our
knowledge on integrability of a, as measured through its norm in L>((0, Tinee); LP(S2)) and the ex-

pression SUPe(o,7,,0.—7) Js anl Jo apJrl for p > 1, using the basic information from (2.4) and (2.5) as a
starting point. More premsely, our goal will be to show unboundedness of the set S given by
t+T1
S = {p >1 sup / aP(-,t) < oo and sup / / Pt < oo} (4.1)
tG(O,TmaI) Q tE(O Trax— T)

where again 7 := min{1, %Tmax}, by means of a contradictory argument based on the fact that, as
we shall see, the assumptions from Theorem 1.1 essentially warrant the existence of § > 0 such that
whenever p € S, we also have p+ 9 € S. In light of Lemma 3.3, the latter step amounts to developing



the bounds for a implied by a supposedly valid inclusion p € S into appropriate estimates for v and
its gradient.

Though rather elementary, a first and quite fundamental observation relates such bounds for a to
certain integrability properties of the inhomogeneity f(u) in the second eqation from (1.1).

Lemma 4.1 Let p > 1 belong to S. Then for all o € (2,251 one can find C(p, o) > 0 such that

a’ o

t+1
/t IF )| ds < Clp.o)  for allt € (0, Thnae — 7) (4.2)

with 7 = min{1, %me}.

PROOF.  According to the fact that p € S, by boundedness of 2 we can find ¢; = ¢1(p) > 0 and
¢y = c2(p) > 0 such that

u(-t) + 1 r) < a1 for all t € (0, Thaz)
and

t+7
/ lu(-, s) + 1”2;11(9 ds < ¢ for all t € (0, Thax — T)-
t

Using (1.3), by means of the Hélder inequality we can therefore estimate

t+1 o t+T1
|t E G < KT [ ) + 1 gy ds

o t+1 1 p(pt+l—ao)
< K[ I + 1 g )+ Dl ds
p(pt+l—ao) o
< ¢ 77 CQK]?”*”
for all t € (0, Thpaw — 7). O

A first application thereof, here yet exclusively used for the choice o = p +Lin (4.2), entails a temporally
uniform bound for v in a conveniently small L? space.

Lemma 4.2 Assume that a € (0,2), and suppose that p > 1 is such that p € S. Then there exists
C(p) > 0 with the property that

/ Upzl( t) < C(p) for all t € (0, Thaz)- (4.3)
Q

PROOF. Integrating by parts in the second equation from (1.1), for t € (0, Tija.) We compute
d o
B /UPH {Av—v—l—f( )}
Q Q

p+1dt
1— a pti-a
=—p*a/P“ZWP /1U+/fw#%, (4.4)
(0% Q Q 9]

10



where the first summand on the right is nonpositive due to the fact that o < 2 implies that p+1—a >
2 —a > 0. Since for the same reason we also have 2%1 > 1, we may furthermore invoke Young’s
inequality, which allows us to estimate the rightmost integral in (4.4) according to

ptl-a p—l—l—a/ ptl / p+1
a S — « +7 for all t € (0, Traz)-
[t < Bt [ o [ rallt € (0, )

From (4.4) we therefore obtain that

d
U 1_ +/ p+1 S h(t) = / pr—H(u) fOI' a.l] t c (O,Tmaa;)g
dt Q Q

where the inclusion p € S along with (2.6) ensures the existence of ¢; = c¢i(p) > 0 such that

tt—H h(s)ds < ¢; for all t € (0, Tyaz — T), again with 7 := min{1, %Tmam}. An application of Lemma

3.2 thus shows that

/ va < / vy + a — for all t € (0, Thaz)
Q Q i
and hence establishes (4.3). O

4.1 Space-time estimates for v, Vv and D?v via maximal Sobolev regularity

Secondly, through maximal Sobolev regularity features of the inhomogeneous heat equation satisfied
by v, Lemma 4.1 implies space-time bounds for v even involving second-order spatial derivatives:
Lemma 4.3 Suppose that p > 1 is such that p > o — 1 and p € S. Then for all o € (£, i] with

(03
o > 1, there exists C(p,o) > 0 satisfying

t+1
| e s < Clo.0)  or all € (0, Ty~ 7), (45)

where again T = min{1, %Tmaw}.

Proor.  Following a temporal localization procedure in the style of that e.g. from [29], we fix
Co € C*°(R) such that 0 < (p < 1onR, (p =0in (—oo, —7] and (p = 1 in [0, 00), and for ¢ty € [0, Tnaz)
we let ((t) = ((to)(t) := Co(t — to), t > 0, as well as

2, 8) = 200 () o= ¢t () . {v(~,t) _eta- %O} t € [(to— )4, Tinas)-

Then
2zt = Az — 2+ g(x,t), reQ, te ((to—T)Jr,Tmax),
9z ), zedN, te ((to - T)+,TW), (4.6)
(’(tO_T)Jr):Oa '17697
with
9(+1) = g1 () i= COF (- 1) + ¢ (vl H) = (1) - @D, € ((to = T)4, Tonas )

11



where according to our hypotheses on vy in (1.4), we see that with some ¢; > 0 independent of
to € [0, Trnaz) We have

lg(x,t)| < cif(u) + v+ all z € Q and t € (0, Thnaz)- (4.7)

Now since our assumption p > « — 1 ensures that % > 1, and that furthermore in both cases o < 1
and a > 1 we also have —— > 1, we may invoke a well-known result from maximal Sobolev regularity
theory ([8], [9]) to find co = c2(p, o) > 0 such that

to+T7 to+T1
/( 2Dt < 2 / lgC DIz ddt  for all to € [0, Tas).  (48)

to—7)+ (to—7)+

As Lemma 4.1 and Lemma 4.2 provide ¢z = c3(p) > 0 and ¢4 = ¢4(p) > 0 such that

to+T1
/( I f (u(, ))Hgg ”)dt < c3 for all tg € [0, Thnaz)

to—T)+
and that

Hv(.,t)HLpTH(Q) <cy for all t € (0, Thaz),

and that hence also

tO+T +1—ao tO+T o
) ao—p p dt < 10 m o( )% dt
/( oGOl ddt < 12 /( oG OIS

to—T)+ to—T)+

o

+1—ao
< 27|QF @I 7P for all g € [0, Taa),

from (4.7) and (4.8) we obtain ¢5 = ¢5(p, o) > 0 such that

to+T1
/ llz(-, )||M v dt < cs for all tg € [0, Thhaz)-
(

W2Cf
to—T)+

Since z(t0) = v — e A=Nyg in Q x (tg,to 4 7) by construction, together with our assumptions on vy in
(1.4) this particularly establishes (4.5). O

4.2 Temporally uniform W4 bounds for v via LP-L? estimates

An argument independent from that from Lemma 4.3, rather relying on direct application of smoothing
estimates for the Neumann heat semigroup to a Duhamel representation of v, shows that Lemma 4.1
furthermore implies temporally uniform bounds for v in certain W4 spaces.

Lemma 4.4 Let p > 1 belong to S, and suppose that o € (p pzl] and g > 1 are such that o > 1 and

2p > (2a—1)o (4.9)
as well as L9 9
L ao — 0 — p—i—n. (4.10)
q no
Then there exists C(p,q,0) > 0 such that
v(; ) llwia) < Clp,gq,0) for all t € (0, Thaz)- (4.11)
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PROOF.  As a consequence of (4.9), we know that

200 —0c —2p+n 1
oc—0 D -

)
no (o)

whence we may assume without loss of generality that besides (4.10), ¢ also satisfies ¢ > o. Therefore,
we can employ a well-known smoothing property of the Neumann heat semigroup ([28]) to fix ¢; =
c1(p,q, ) > 0 such that for all p € C°(Q),

e o llwraay < 1 - (1 i 2(5*3)) lollo@ ~— forall t > 0.
Furthermore picking co = c2(g) > 0 such that for all ¢ € WH*°(Q) we have
le"®ollwray < callollwroi@) — forall £ >0,
on the basis of a Duhamel formula associated with the second equation in (1.1), by using the Holder

inequality we can estimate

t
[o( Dllwra@) = et(A_l)vo+/ el mIAD f(u(-, 5))ds

0

Wa(Q)

1

t 1 ne1_1
cze*t”uOHWl,m(Q) + Cl/o {1 +(t—s) 2 5 (5 q)}e*(tfs)ﬂf(u(-,s))HLa(Q)dS

< coflvollwre(q)

IN

o—ao+p

¢ o =
+cq - {/ {1 +(t - 8)7%77(%7% }U_aa+pe(ts)ds}
0

t o o
A [t EGa) T @)

for all t € (0, T)qz). Here we use that according to our restrictions on o we may invoke Lemma 4.1 to

e

find 3 = c3(p, o) > 0 such that h(t) := [|f (u(1))[|}7 &) ¢ € (0,Tmaz), satisfies [/ h(s)ds < e3 for
all t € (0, Tyaz — 7), where 7 = min{1, %Tmax}, and that hence, by Lemma 3.2,

ac—p

! —(t—s) 3T
e h(s)ds < = for all t € (0, Trnaz)-
0

—1—e

To derive (4.11) from (4.12), it is therefore sufficient to observe that thanks to our hypothesis (4.10),

1 n/1 1 o
=l
2 2\o ¢ o—ao+p

has the property that
1 1 20c0—0-—2
5<{*+ﬁ<*_ oo — o p—i—n)}‘ o —1,
2 2\o no o—ao+p
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so that

t o . t t
/{1+(t—s)‘5‘2<i—3>}“‘“”“’e—(t—s)ds < 2+{/ e_(t_s)ds—i—/(t—S)_fBe_(t_s)ds}
0 0 0

{1+r0-8)}

for all ¢t > 0. OJ

o
< 2o'7ao'+p .

Upon optimizing the choice of ¢ here, we obtain a corresponding statement that will allow for somewhat
more convenient handling in the sequel.

Corollary 4.5 Let p > 1 belong to S, and let ¢ > 1 be such that

T ifp>2%p>a—1%andp<a,
q < (nﬁ?ph if p> % and p > «, (4'13)
n(p+1) .
[n+2)a—p—1]+ ifp <5 and p>2a —1.

Then there exists C(p,q) > 0 fulfilling

lv(, Ollwra) < Clp,q) for all t € (0, Trnaz)- (4.14)

PrROOF.  In view of Lemma 4.4, we only need to make sure that for any ¢ > 1 fulfilling (4.13) we
can find o > 1 such that ¢ € (2, 251] and that both (4.9) and (4.10) hold.

To motivate our selection of o, guided by (4.10) let us observe that

_2a0—-0—-2p+n

: >0
¥(0) B,
satisfies /(o) = 25;2" for all o > 01, so that 1 is increasing if p > § and nonincreasing when p < 7.
: - +
Consequently, if we let J := (£, 2221 N [1, 00), then
P(1 if 5 <p<a,
ingw(a) =4 U(2) if p> % andp > a, (4.15)
ogE
w(EE) e <3

In particular, since ¥ (1) = MJF”_I > 0, in the case when p > % is such that p > a — % and p < a,

we take 0 =1 in Lemma 4.4 to infer that any ¢ > 1 fulfilling ¢ < 55— 7= satisfies (4.10). Noting
that in this case the restriction p > o — % guarantees that our choice of ¢ is moreover consistent with
(4.9), we see that indeed (4.14) results from Lemma 4.4 in this range of p.

Next, if p > 5 and p > «, computing

p nao—p
(2)-
e np
and observing that
2—(2a—-1)-L =Ly
a o«



by means of (4.15) and a continuity argument we conclude that given any ¢ > 1 such that ¢ < (ncf_pp”

we can pick o € J such that besides (4.10) also (4.9) holds, and that hence (4.14) again becomes a
consequence of Lemma 4.4.

Likewise, if p < § is such that p > 2o — 1, then in view of (4.15) we choose o = p;r—l to see that then

n(p+1)

m Satisﬁes

any q <

1 - n+2)a—p—1 :10(11i1>7

q n(p+1) o
and that furthermore
—(2a—1
op— (20 —1)o = 22D
«
so that the claim can be derived from Lemma 4.4 also in this case. O

4.3 Estimates suitable for Lemma 3.3 via interpolation

We next interpolate between the inequalities provided by Lemma 4.3 and Corollary 4.5 to derive
bounds for v which can directly be used in Lemma 3.3. First concentrating on the case n > 2, by
exclusively relying on the choice o := % in Lemma 4.3 we will thereby obtain the following.

Lemma 4.6 Let n > 2 and o € (%, 1), and suppose that p > 1 belongs to S. Then for all v > 1

fulfilling
n+2)(p+1 . n
(Sl+2)§z:p,)1 pr S 2
"<\ ap+l) . - (4.16)
(na—p)s ifp> 3,
one can find C(p,r) > 0 such that
t+T1
/ (-, 8) 1 (yds < Clp,7) forallt € (0, Trnaz — T), (4.17)
t

where again T = min{1, %Tmax}.

PROOF. We first note that our assumption that a < 1 ensures that both p > a > o — 1 and
p > 2a — 1, which allows us to employ Corollary 4.5 as well as Lemma 4.3, regardless of the sign of

p — 5. Indeed, when applied to o := 7%1 the latter provides ¢; = ¢;(p) > 0 such that
t+7 p+1
/ o, )] @ o1 ds<ec for all t € (0, Trnae — 7), (4.18)
t w27 (Q)
which we combine with the outcome of Corollary 4.5 as follows:
In the case p < &, observing that then necessarily (n 4 2)a —p —1 > "T” — 5 — 1 =0 due to our

restriction that a > %, given any r > 1 such that r < m%

ensures that

we see that the latter inequality

nar no (n+2)(p+1) . n(p+1)

p+1 p+1 (n+2)a—p—1 n+2)a—p—1
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and moreover, in particular, warrants that
—-p—1 —p—1 2 -2 1
(nap)r_n<max{0,(na p=1n+ )—n}:max{(), (p+1) }:O (4.19)
p+1 n+2)a—p-—1 n+2)a—p—1
and that hence

naor
<p+1 —n) —r<0. (4.20)
As furthermore clearly
np+1) 71_(n+1)(19+1)—(n+2)a>2(n—|—1)—(n+2)_ n 50
n+2)a—p—1 B nm+2)a—p-—1 n+2a-p-1 nm+2a—-—p—1 ’

we thus see that it is possible to pick ¢ = ¢(p,r) > 1 such that
n(p+1)

< 4.21
1 m+2)a—p—1 (4.21)
and
g<r (4.22)
but that on the other hand nor
- _ 4.23
p+1 (4.23)
Now according to (4.21), Corollary 4.5 applies so as to yield co = ¢a(p, r) > 0 such that
v, Ollwra@) <ce  forallt € (0, Thaa), (4.24)

whereas (4.19) along with (4.22) ensures continuity of the embeddings W2PTH(Q) — Whr(Q) —
W14(Q), whence based on the Gagliardo-Nirenberg inequality we can find c¢3 = c3(p, ) > 0 such that

b
o) < esllolfy, o o 0oy for all ¢ € (0, Thnas) (4.25)
with
n_n
b=b(p,r)=—L—"—€(0,1) (4.26)
1+5 — i

thanks to (4.22) and (4.20). As (4.23) guarantees that nr < W and thus

nr P+1)(n+q)

o n L —n 1
=0 e T _PEL (4.27)
1+5 — w1 1+4 o1 @
the estimate (4.24) together with (4.18) implies that
t+71 t+7 b b)
[ e liads < [ Il s Tl ds
t+7
r(1-b) rb
< . d
< G0 [l e d
t-‘rT +
r(1-b) P
< . + - Pl d
< @ {ra [T, s ds)
< cg(l_b)c;; (T + 1) for all t € (0, ez — 7), (4.28)
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as claimed.

Next, in the case when § < p < na we proceed quite similarly, first verifying that then (4.16) implies
that 297 —n < 2P, and noting that (4.19) and (4.20) remain unchanged, whereas evidently 22 > 1
due to the fact that % < 25 <1 < p. We can therefore fix a number ¢ = ¢(p, r) which again has
the properties that 1 < ¢ < r and that (4.23) holds, and which moreover satisfies ¢ < % as well
as (4.27) with b as accordingly defined through (4.26), the latter statement being valid due to (4.23).
Consequently, we may argue precisely as in our derivation of (4.24) and (4.28) to infer that (4.17) is

valid also in this case.

Finally, if p > na and r € (1,00) is arbitrary, the claim directly results on applying Corollary 4.5 to
q:=r. U

Our one-dimensional counterpart thereof, now choosing ¢ in Lemma 4.3 significantly smaller than
before, reads as follows.

Lemma 4.7 Let n =1 and a € (1,2), and assume that p > 1 is such that p € S, and that r > 1 is

such that 4
) 4.29
'S la—dp-1); (4:29)

Then there exists C(p,r) > 0 with the property that
t+1
/t llo(-, $)[wiz2ds < C(p,r) forallt € (0, ez — T), (4.30)

where still 7 = min{1, %me}.

i ; _1 1
Proor.  First, if p > a — 7, then we observe that Na—p)s

4.5 that in both cases p > o and p € (o — 1, @) we can find ¢; = ¢1(p) > 0 such that

> 2 and hence conclude from Corollary

H’L)(',t)le,z(Q) <c for all ¢ € (O7Tma:c)7

from which (4.30) immediately follows.
Ifp<a- %, then given any r > 1 fulfilling (4.29) we see that

B 2 B 1 (da —4p—1)r —4
C-am) Ty Na—pr

a—p)r -

so that it is possible to fix ¢ € (0,2) such that

2 2 <g< ! (4.31)
- << —. .
(a=p)r 2(or —p)
Since the left inequality herein ensures that r < Wi?—q)’ and since on the other hand
2(qoc +0 —q)
o) = , o>1,
A7) = o —pe—g
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satisfies p(o) — i y as o\ 1, noting that % > 2 > 1 we can finally pick o € (1, %] such

2
- a—p)(2—q
that still
r < p(o). (4.32)

Next, thanks to the second inequality in (4.31) we may apply Corollary 4.5 to find co = ca(p,7) > 0
such that

[v(s llwra@) < co for all t € (0, Thnaz), (4.33)
whereas the inclusions o € (1, %] C (L, ’%1] enable us to invoke Lemma 4.3 to see that there exists
c3 = c3(p,r) > 0 such that

t+7
/‘ [ 8) st ioyds < es for all ¢ € (0, Tyaa — 7). (4.34)
t

Now combining the Gagliardo—Nirenberg inequality with (4.33) shows that with some ¢4 = c4(p,7) > 0

and with b = b(p,r) := (% -5/ —|— 1 — 1) we have

t+7 t+7 b)
| Colimds < e [ T8l o lathyds
1—b t+7
gcgﬂq/ [o( ) [{amqyds  for all £ € (0, Tonge — 7).
t

As (4.32) guarantees that herein

T )
1—1—5—; ao —p

by means of Young’s inequality we may rely on (4.34) in estimating

t+7 1) tr
[ s < 6 e {r+ [ ol s

< 62(1 b)c . (7- —+ 63) for all ¢t € (O,Tmax - T)7

as intended. O

4.4 Closing the circle. Proof of Theorem 1.1

We are now prepared to make sure that the upper bounds on « from Theorem 1.1 are sufficient to
ensure that, through Lemma 3.3 and our results from Section 4.3, the set S from (4.1) indeed cannot
be bounded.

Specifically, in the multi-dimensional case Lemma 4.6 and Lemma 3.3 entail the following.
Lemma 4.8 Let n > 2, and assume that o > % 1s such that

n+6
. 4.35
“<3m+2) (4.35)

Then there exists § > 0 with the property that whenever p > 1 is such that p € S, we also have
p+deS.
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PROOF.  Since (4.35) ensures that both n + 6 — 2(n + 2)a and 1 — « are positive, and since o > 3
entails that also nao — 1 > 2o — 1 > 0, we can fix § > 0 such that

2[n+6—2(n+2)a]

4.36

o< n+ 2 ( )
and on(1 )
n(l — o

) 4.37

o< no — 1 ( )

Then assuming that p > 1 is such that p belongs to S, in the case when p < § we use that by (4.35),

n+2)a—2<(n+2)- 2&‘:62) — 2 = "2 {0 see that as a consequence of (4.36),

(n+2)(p+1) [n+2p+4—2(n+2)al(p+1)
2 20— = 20—
{(p—|—5)+ } (n+2)a—p—1 (n+2)a—p—1
< 26_[n+6—2(n+2)a]-2
(n+2)a—2
< 25_4[n+6—2(n+2)0¢]
n+2
) n
< 0 1fp§§. (4.38)
In presence of larger p, we similarly obtain
n(p+1) : n
2 0)+2y——<0 f — 4.39
{20+0)+2} - <0 ity 5, (4.39)

which in fact is trivial when p > na, while in the case p < na we can derive (4.39) by using (4.37)
according to

1 2p — 2 1
{2(p+6)+2} _netl) s (4 2p—2n0)(p+1)
no—p noa—p
2n — 2 -2
< 25— (2n — 2na)
no—p
< 0.
Now on the basis of (4.38) and (4.39), we can employ Lemma 4.6 to infer that in both cases 1 < p < §
and p > § we can find ¢; = ¢1(p) > 0 such that
t+1
é
/ (-, S)HIQA(/pl—;(;er_E)Jr2(Q)dS <c for all t € (0, Trnae — T)
t
with 7 = min{1, %Tmm}. An application of Lemma 3.3 therefore shows that also p+d € S. O
Similarly, combining Lemma 4.7 with Lemma 3.3 yields a one-dimensional analogue of the latter:
Lemma 4.9 Suppose that n =1 and that o > 1 is such that
3
a<=. (4.40)

2
Then one can find § > 0 such that if p > 1 belongs to S, then also p+ 4§ € S.
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PROOF.  Since a < %, the function
B(2) =422 + (5 — 4a)z + 3 — 4a, z>1,
has the properties that ¢; := ¢(1) = 12 — 8a > 0 and
¢ (2)=8z+5—4a > 13 —4a >0 for all z > 1.

Therefore, ¢(z) > ¢; for all z > 1, so that we may pick § > 0 small enough fulfilling

C1

0 < ——. 4.41
(a—5); (4.41)
By definition of ¢, this ensures that for any choice of p > 1 we have
2(p+0)+2< i (4.42)
g (4o —4p —1)47 '

because in the nontrivial case when 1 < p < o — 1, using (4.41) we see that

4 20+ 14 —4p—1) —4

2 20 ———— = 2
{(p—|—5)+ } 4o —4p — 1 o+ doa—4p —1

_ g5 200

da—4p—1
261

< 20— ———

B (dor—5)4

< 0.

Now according to (4.42), Lemma 4.7 applies so as to yield ca = ca(p) > 0 such that with 7 =
min{1, %Tm(w} we have

i 2(p+6)+2
| It s < for all ¢ € (0. T — 7).
t

whence the claim again results from Lemma 3.3. g

By straightforward application of the previous two results, and by once more recalling (2.4) and (2.5),
we can finally verify our main result on global existence and boundedness in (1.1):

PROOF of Theorem 1.1. Using (2.4) and (2.5) together with (2.1), we see that the set S from (4.1)
is not empty, for 1 € S. Furthermore, since without loss of generality we may assume that a > 1 if
n = 1, and that o > 3 whenever n > 2, through Lemma 4.9 and Lemma 4.8 the hypothesis (1.7)
warrants that in both cases n = 1 and n > 2 we can find é > 0 such that S+ § C .S, which clearly
entails that S is unbounded. In particular, this implies that for all p > 1 there exists ¢; = ¢1(p) > 0

such that

/ ap(~,t) < C1(p) for all t € (Omiam)-
Q
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An adaptation of the Moser-Alikakos iteration procedure, e.g. in the style of that used in [23, Lemma
3.12], thereafter yields c2 > 0 such that actually

la(,t)||poo) < ez for all t € (0, Tnaa),

whereupon both the statement on global existence and the estimate in (1.8) result by applying Lemma
2.3 and once more recalling that e5 < efM in Q x (0, T},4z) according to (2.6). O
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