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Abstract We consider tracking control for multibody sys-
tems which are modelled using generalized coordinates. Uti-
lizing the two degree of freedom approach to controller de-
sign we combine a feedforward with a feedback controller.
The feedforward control input is computed using the method
of servo-constraints, which relies on an inverse model of the
system. The feedback control input is generated by a dy-
namic output feedback which consists of the combination
of a funnel controller with a funnel pre-compensator. This
feedback controller is model-free and hence inherently ro-
bust. The control design is restricted to multibody systems
with relative degree two or three which have input-to-state
stable internal dynamics. In the main result we prove that
the proposed controller is able to guarantee prescribed per-
formance of the tracking error even in the presence of uncer-
tainties and disturbances. We illustrate the application of the
control design by a mass on car system (single-input, single-
output) and a planar robotic manipulator (2-input, 2-output).
In the case of relative degree two, these systems contain an
unknown friction term.
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1 Introduction

In the present paper we study the two degree of freedom ap-
proach to controller design. In this approach, as proposed
e.g. in [42], an open-loop (feedforward) controller and a
feedback controller are independently designed to achieve
a certain control task, such as tracking of a reference signal.
The feedforward control input is designed such that exact
tracking for a reference model of the system is achieved. For
the computation of the feedforward control input we will use
the servo-constraints approach, which is based on an inverse
model of the system.

Since modelling errors, uncertainties, noise and distur-
bances which influence the system are expected, a feedback
control loop is incorporated on top of the feedforward con-
trol part. The feedback loop is essentially used to stabilize
the system around the prescribed reference trajectory. A fa-
vorable choice seems to be a model-free feedback control
design, since such a controller is inherently robust. Addi-
tionally, from a practical point of view it is often desirable
that the tracking error stays within a prescribed range of
tolerance. To achieve this, even in the presence of uncer-
tainties and disturbances, we will use a funnel controller.
Since a standard funnel controller requires the availability
of the derivatives of the outputs, we utilize a recently devel-
oped combination of a funnel controller with a funnel pre-
compensator.

Details of the considered system class and the proposed
control methodology are given in the following.
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1.1 Nomenclature

R≥0 = [0,∞)

Gln(R) the group of invertible matrices in Rn×n

L ∞
loc(I→Rn) the set of locally essentially bounded

functions f : I→Rn, I ⊆ R an interval
L ∞(I→Rn) the set of essentially bounded functions

f : I→Rn

∥ f∥∞ = ess supt∈I∥ f (t)∥
W k,∞(I→Rn) the set of k-times weakly differen-

tiable functions f : I → Rn such that
f , . . . , f (k) ∈ L ∞(I→Rn)

C k(V →Rn) the set of k-times continuously differen-
tiable functions f : V →Rn, V ⊆ Rm

C (V →Rn) = C 0(V →Rn)

f |W restriction of the function f : V →Rn to
W ⊆V

1.2 System class

We consider multibody systems which are modelled using
generalized coordinates. If no kinematic loops are present
in the system, it is always possible to select such a set of
generalized coordinates q and generalized velocities v to de-
scribe the kinematics. Thus, the Newton and Euler equations
of each body are projected onto the direction of free mo-
tion by d’Alemberts principle. This eliminates the reaction
forces and yields the equations of motion in minimal coor-
dinates

q̇(t) = v(t),

M
(
q(t)

)
v̇(t) = g

(
t,q(t),v(t)

)
+B
(
q(t)

)
u(t),

q(0) = q0 ∈ Rn, v(0) = v0 ∈ Rn,

(1)

with

– the generalized mass matrix M ∈ C 1(Rn → Gln(R)),
– the generalized forces g ∈ C 1(R×Rn ×Rn → Rn),
– the input distribution matrix B∈C (Rn →Rn×m), m≤ n.

The functions u : R → Rm are the inputs that influence the
multibody system (1) in the affine form B

(
q(t)

)
u(t). Note

that underactuated multibody systems are included in this
formulation as the input distribution matrix is not necessar-
ily square, that is m < n is explicitly allowed. The affine in-
put has the interpretation of a force or torque whose intensity
is given by u(t) and the direction is given by B

(
q(t)

)
. How-

ever, in practical applications forces and torques are hard to
actuate, hence secondary velocity and position control loops
are usually used. In particular, standard industrial actuators
are typically velocity controlled and not force controlled.
The secondary control loops of the actuator dynamics may
lead to different system properties, such as a higher relative
degree, cf. [34, Sec. 4.4]. In the present paper, for the sake

of simplicity, we assume that the actuators are force/torque
controlled and that the multibody system is given in the
form (1).

The system output corresponding to (1) is usually de-
fined in terms of the generalized coordinates, i.e.,

y(t) = h
(
q(t)

)
, (2)

where h ∈C 3(Rn →Rm). If it is possible to efficiently mea-
sure velocities, then output structures of the form y(t) =
h
(
q(t),v(t)

)
are feasible. However, we restrict ourselves to

an output of the form (2) in the present paper.
The generalized forces g usually encompass several

terms, including applied forces, Coriolis, centrifugal and gy-
roscopic forces. Here, we put special emphasis on friction.
Friction is a tangential force between two surfaces which
can move relative to each other with relative velocity vrel .
Two friction regimes are distinguished, see [21, Chap. 9].
In case of no relative motion vrel = 0m/s, static friction oc-
curs. In that case, the friction force FR is a reaction force,
which has to be computed. The system is in the static fric-
tion regime if the friction force FR satisfies

|FR|< F0 = µ0N, (3)

where N denotes the normal force between the two sur-
faces and µ0 describes the static friction coefficient. The
friction coefficient depends on many parameters such as
surface material, lubrication, temperature and others. If (3)
does not hold, then the maximum static friction force can-
not withstand the other applied forces and relative motion
occurs. Then, the system is in the sliding friction regime
with vrel > 0m/s. Then, the friction force FR is an applied
force acting in opposite direction of vrel . There are many
different friction models applicable for different simulation
goals, see e.g. [3]. Here, we choose a simple friction model
in order to show the feedback controller performance in the
presence of friction. For the case vrel > 0m/s, friction is an
applied force and is here calculated with

FR(vrel) =
(

FC +(F0 −FC)e−cv|vrel |
)

sgn(vrel)+ cT vrel , (4)

where FC denotes the Coulomb friction FC = µN with
the sliding friction coefficient µ . This models the Stribeck
curve, see e.g. [3,32]. The transition from the maximum
static friction F0 to Coulomb friction FC is defined by the co-
efficient cv. For larger relative velocities, there is a linear re-
lationship between relative velocity and friction force, mod-
elled by the coefficient cT . A qualitative example with F0 =

10N, FC = 8N, cv = 0.5 and cT = 0.05kg/s is shown in
Figure 1.

The transition from static to sliding friction needs spe-
cial attention for numerical implementation, see e.g. [32].
Additional to solving the equivalent static or dynamic equa-
tions in the respective regimes and checking (3) in the static
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Fig. 1: Qualitative graph of sliding friction.

regime, here the static regime around a small zone |vrel | <
vth is approximated by a steep line, such that

FR(vrel) =
(
FC +(F0 −FC)e−cv|vrel |

)
sgn(vrel)+ cT vrel , |vrel | ≥ vth

vrel

vth
(FC +(F0 −FC)e−cvvth + cT vth) , |vrel |< vth.

(5)

This contributes a stiff part to the dynamic equations (1).

1.3 Relative degree

An important property of the system (1), (2) is its relative de-
gree, which, roughly speaking, is the number of derivatives
of the output needed so that the input appears explicitly. For
the output y as in (2) we obtain

ẏ(t) = h′
(
q(t)

)
q̇(t) = h′

(
q(t)

)︸ ︷︷ ︸
=:H
(

q(t)
)v(t),

ÿ(t) = H
(
q(t)

)
v̇(t)+ h̄

(
q(t),v(t)

)
= H

(
q(t)

)
M
(
q(t)

)−1[g(t,q(t),v(t))+B
(
q(t)

)
u(t)

]
+ h̄
(
q(t),v(t)

)
for H ∈ C 2(Rn → Rm×n) and h̄ ∈ C 1(R2n → Rm) given by

h̄(q,v) =
(
H ′(q)v

)
v, q,v ∈ Rn.

We stress that H ′(q) is a tensor of third order for every
q ∈ Rn and, correspondingly, H ′(q)v ∈ Rm×n for all v ∈ Rn.
Obviously the input u appears in the equation for ÿ pro-
vided that H

(
q(t)

)
M
(
q(t)

)−1B
(
q(t)

)
̸= 0. We stress that

ℓ(q) := H(q)M(q)−1B(q) is also used as a measure for the
control singularity, see [12,40], in the sense that ℓ(q) com-
ponents of the output can be directly influenced via the in-
put, while m−ℓ(q) components of y cannot be realized with

direct involvement of u; see Section 3 for more details. If
H
(
q(t)

)
M
(
q(t)

)−1B
(
q(t)

)
= 0 we may compute

y(3)(t) =
[
H
(
q(t)

)
M
(
q(t)

)−1 ∂g
∂v

(
t,q(t),v(t)

)
+

∂ h̄
∂v

(
q(t),v(t)

)]
M
(
q(t)

)−1B
(
q(t)

)
u(t)+G

(
t,q(t),v(t)

)
for some G ∈ C (R×Rn ×Rn → Rm). Higher relative de-
grees are possible, but we restrict ourselves to the following
two cases here: The multibody system (1) with output (2) is
said to have relative degree

(i) r = 2, if H(q)M(q)−1B(q) ∈ Glm(R) for all q ∈ Rn;
(ii) r = 3, if H(q)M(q)−1B(q) = 0 and[

H(q)M(q)−1 ∂g
∂v

(t,q,v)+
∂ h̄
∂v

(q,v)
]
M(q)−1B(q)∈Glm(R)

for all (t,q,v) ∈ R×Rn ×Rn.

The above definition coincides with the concept of a strict
and uniform relative degree for time-varying nonlinear sys-
tems introduced in [25]. Of course it is possible that, for in-
stance, H(q)M(q)−1B(q) is neither invertible (everywhere
or at some points) nor zero, but has constant rank. Then it
is possible to extend the concept of relative degree to that of
a (local) vector relative degree, see [29, Sec. 5]; note that a
strict relative degree r implies that the vector relative degree
is (r, . . . ,r). For systems of differential-algebraic equations
(DAEs) even a negative relative degree is possible, cf. [4].

Note that, if the output is simply a linear combination
of the generalized coordinates, i.e., h(q) = Cq for some
C ∈ Rm×n, then H(q) =C and h̄(q,v) = 0. In this case, sys-
tem (1), (2) has relative degree

– r = 2, if CM(q)−1B(q) ∈ Glm(R) for all q ∈ Rn, and
– r = 3, if CM(q)−1B(q) = 0 and

CM(q)−1 ∂g
∂v

(t,q,v)M(q)−1B(q) ∈ Glm(R)

for all (t,q,v) ∈ R×Rn ×Rn.

1.4 Control methodology

We follow a popular controller design for mechanical sys-
tems by combining a feedforward controller with a feed-
back controller (cf. e.g. [42]), which are both designed in-
dependently for tracking of a reference trajectory yref ∈
W r,∞(R≥0 → Rm), where r is the relative degree of the
multibody system (1), (2). The feedforward control input uff
is designed using a reference (inverse) model of the sys-
tem. The feedback control is applied to the actual system,
which may deviate from the reference model, and provides
the feedback control input ufb. The situation is depicted in
Figure 2.
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Fig. 2: Two degree of freedom control approach for multi-
body systems.

In the present paper, the feedforward control input uff
is computed using the method of servo-constraints which
was introduced in [11], see also the extensions in [12,13].
In this framework the equations of motion of the multibody
system (1) are extended by constraints enforcing the sys-
tem output (2) to stay on the reference trajectory yref. Due
to these constraints, the resulting system is a set of DAEs
which is solved numerically for the inverse system. As a
part of this numerical solution the feedforward control in-
put uff is obtained. The details of the method are presented
in Section 3.

Some typical examples of systems controlled by
servo-constraints are rotary cranes [10], overhead gantry
cranes [12,35] and (infinitely long) mass-spring chains [2,
19]. As shown in [16], adding servo-constraints to the sys-
tem may result in DAEs with a higher differentiation index;
see [14,20] and also [30] for a definition of the latter. This
causes difficulties in the numerical solution and hence index
reduction methods (cf. [23]) are frequently used. Essentially
two different approaches are common: index reduction by
projection onto the constrained and unconstrained directions
as proposed in [12] and index reduction by minimal exten-
sion as proposed in [1,9].

The feedback control input ufb is generated by a feed-
back loop using a dynamic output feedback of the form

ż(t) = F
(
t,z(t),y(t),yref(t), . . . ,y

(r−1)
ref (t)

)
,

ufb(t) = G
(
t,z(t),y(t),yref(t), . . . ,y

(r−1)
ref (t)

)
,

(6)

for some r > 0. This feedback should be model-free in its de-
sign. Additionally, our aim is that in the closed-loop system,
independent of the uncertainties and disturbances, the track-
ing error e(t)= y(t)−yref(t) evolves within a prescribed per-
formance funnel

Fφ := { (t,e) ∈ R≥0 ×Rm | φ(t)∥Loe∥< 1 } , (7)

which is determined by a matrix Lo ∈ Glm(R) and a func-
tion φ belonging to

Φr :=

φ ∈ C r(R≥0 → R)

∣∣∣∣∣∣
φ, φ̇, . . . ,φ(r) are bounded,
φ(τ)> 0 for all τ > 0,
and liminfτ→∞ φ(τ)> 0

 .

(8)

Furthermore, all involved signals should remain bounded.

The funnel boundary is given by the reciprocal of φ , see
Figure 3. The case φ(0) = 0 is explicitly allowed, meaning
that no restriction is put on the initial value since (0,e(0)) ∈
Fφ ; the funnel boundary 1/φ has a pole at t = 0 in this case.

λ

b
(0,Loe(0))

φ(t)−1

t

Fig. 3: Error evolution in a funnel Fφ with boundary
φ(t)−1.

An important property is that each performance funnel
given by Fφ is bounded away from zero, since boundedness
of φ implies existence of λ > 0 such that 1/φ(t)≥ λ for all
t > 0. We stress that the funnel boundary is not necessar-
ily monotonically decreasing, which may be useful in some
applications. Widening the funnel over some later time in-
terval might be beneficial, e.g., when periodic disturbances
are present or the reference signal varies strongly. For typi-
cal choices of funnel boundaries see e.g. [24, Sec. 3.2].

The reason to use the matrix Lo in (7) is to guarantee
that Loe is physically “dimensionless”. This is of particular
interest whenever the to-be controlled system has multiple
outputs with different physical dimensions. Then the mul-
tiplication with the matrix Lo ensures that no variables of
different physical dimension are added while forming the
norm ∥Loe∥. In the case where the physical dimensions of
all outputs coincide, a typical choice for Lo is a scalar multi-
ple of the identity matrix. A further discussion of this matrix
can be found in Section 4.

The detailed design of a feedback controller of the
form (6) which yields the feedback control input ufb is
presented in Section 4 using the combination of a re-
cently developed funnel controller [5] with a funnel pre-
compensator [8]. The funnel controller was originally de-
veloped in [27], see also the survey [26] and the references
therein. It is an adaptive controller of high-gain type and
has been successfully applied e.g. in temperature control of
chemical reactor models [28], control of industrial servo-
systems [22], DC-link power flow control [41], voltage and
current control of electrical circuits [6], and control of peak
inspiratory pressure [36].
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1.5 Organization of the present paper

In Section 2 we introduce and investigate the concept of
internal dynamics. For the multibody system (1), (2) we
present a systematic approach to derive a coordinate trans-
formation which leads to an inverse model where the inter-
nal dynamics are decoupled. As a crucial assumption on the
internal dynamics we recall the concept of input-to-state sta-
bility. Exploiting the inverse model, the method of servo-
constraints is presented in Section 3 which enables us to
numerically obtain the feedforward control input uff which
achieves exact tracking of the reference signal yref for the
reference model without uncertainties and disturbances. If
the latter are present, an additional feedback control loop
which generates ufb is necessary. As a feedback controller
we use the combination of a funnel controller with a funnel
pre-compensator that is presented in Section 4. We prove its
feasibility and discuss the choice of design parameters. The
application of the combination of feedforward control uff
and feedback control ufb is illustrated for some typical ex-
amples in Section 5.

2 Internal dynamics

In this section we investigate an important property of the
multibody system (1), (2), that is its internal dynamics.
Roughly speaking, the internal dynamics denote those dy-
namics of the system which are not observable from the
output. Together with the zero dynamics, i.e., those dynam-
ics which remain in the system when y(t) = 0, this con-
cept goes back to Byrnes and Isidori [15], see also [29,
Sec. 6.1]. We aim to derive a nonlinear coordinate trans-
formation of (1), (2) such that in the new system the inter-
nal dynamics are decoupled. We present a systematic ap-
proach to derive this transformation for the case of relative
degree r = 2; in the case r = 3 the situation is more in-
volved. Because of the decoupling, the transformed system
also serves as basis for an inverse model, i.e., given a de-
sired output yref(t) the corresponding input uff(t) (necessary
to generate yref) can be computed.

An important property is the input-to-state stability of
the internal dynamics, which was introduced by Sontag [43,
44] for nonlinear systems

ẋ(t) = f
(
x(t),u(t)

)
, x(0) = x0 ∈ Rn, (9)

where f ∈ C (Rn ×Rm → Rn) is locally Lipschitz contin-
uous in x. Denote with x(·;x0,u) : [0,ω) → Rn the unique
maximal solution of (9) (cf. e.g. [45, § 10, Thm. VI]) for
some u ∈ L ∞

loc(R≥0 → Rm). We call (9) complete, if ω = ∞
for all x0 ∈ Rn and all u ∈ L ∞

loc(R≥0 → Rm). Recall the fol-

lowing classes of functions:

K := {α ∈ C (R≥0→R≥0) |α(0) = 0, α str. increasing},
K∞ := { α ∈ K | α unbounded } ,

KL :=

{
β ∈ C (R2

≥0→R≥0)

∣∣∣∣∣β (·,s) ∈ K for all s≥0,
lim
s→∞

β (t,s)=0 for all t≥0

}
.

Definition 21 The system (9) is called input-to-state stable,
if there exist β ∈KL and γ ∈K∞ such that for all bounded
u ∈ C (R≥0 → Rm) and all x0 ∈ Rn the solution x(·;x0,u) :
[0,ω)→ Rn of (9) satisfies that

∀ t ∈ [0,ω) : ∥x(t)∥ ≤ max{β (∥x0∥, t),γ(∥u∥∞)}.

Note that in the above definition it is not explicitly re-
quired that ω = ∞, however this is a direct consequence of
input-to-state stability. If we would have ω < ∞, then by
input-to-state stability the set { (t,x(t)) | t ∈ [0,ω) } would
be a compact subset of R×Rn, which is not possible for
maximal solutions of the ODE (9), cf. [45, § 10, Thm. VI].
We stress that this does not imply that (9) is complete, since
input-to-state stability considers only bounded inputs u,
while completeness requires a global solution for every in-
put.

In the next step we derive the internal dynamics
of (1), (2) under the assumption of relative degree r = 2 or
r = 3.

Case r = 2: Define the matrices

B(q) :=
[

0 M(q)−1B(q)
M(q)−1B(q) 0

]
∈ R2n×2m,

C (q,v) :=
[

h′(q) 0
H ′(q)v H(q)

]
∈ R2m×2n,

for q,v ∈Rn. Let Γ (q) := H(q)M(q)−1B(q)∈ Glm(R), then

C (q,v)B(q) =
[

0 Γ (q)
Γ (q) ∗

]
is invertible for all q,v ∈ Rn, hence

∀q,v ∈ R : rkC (q,v) = 2m.

Therefore, there exists V : R2n → R2n×(2n−2m) such that
imV (q,v) = kerC (q,v) for all q,v ∈ Rn. We assume that V
is continuous and define

W (q,v)=V (q,v)†
(

I2n−2m−B(q)
(
C (q,v)B(q)

)−1
C (q,v)

)
,

which is continuous as well since the Moore-Penrose pseu-
doinverse

V (q,v)† =
(
V (q,v)⊤V (q,v)

)−1V (q,v)⊤

of V is continuous. For later use we record that

∀q,v ∈ Rn : W (q,v)B(q,v) = 0, W (q,v)V (q,v) = I2n−2m.
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(10)

Denote the columns of W (q,v) by wi(q,v) for i = 1, . . . ,2n
and assume that, for any closed path γ ∈C ([a,b]→R2n) the
path integral satisfies∫ b

a
wi
(
γ(t)

)
∥γ̇(t)∥dt = 0,

i.e., the vector field wi is conservative. By the gradient theo-
rem, there exists a scalar field Φi ∈ C 1(R2n → R) such that
Φ ′

i (q,v) =wi(q,v). With Φ = (Φ1, . . . ,Φ2n)
⊤ we obtain that

the Jacobian of Φ equals W , i.e.,

∀q,v ∈ Rn : Φ ′(q,v) =W (q,v).

Now define ψ ∈ C 1(R2n → R2n) by

ψ(q,v) =

 h(q)
H(q)v
Φ(q,v)

 , q,v ∈ Rn. (11)

Observe that the Jacobian is given by

ψ ′(q,v) =
[
C (q,v)
W (q,v)

]
and is invertible everywhere since[
C (q,v)
W (q,v)

][
B(q)

(
C (q,v)B(q)

)−1
,V (q,v)

] (10)
=

[
I2m 0
0 I2n−2m

]
.

Therefore, ψ is a diffeomorphism and we may use it as a
state space transformation of (1), (2) to new coordinates

ψ
(
q(t),v(t)

)
=

 y(t)
ẏ(t)

Φ
(
q(t),v(t)

)
=: η(t)

 ∈ R2n,

which gives ẏ(t)
ÿ(t)
η̇(t)

=


ẏ(t)

H
(

q(t)
)

M
(

q(t)
)−1

g
(

t,q(t),v(t)
)
+h̄
(

q(t),v(t)
)

W
(

q(t),v(t)
)( v(t)

M
(

q(t)
)−1

g
(

t,q(t),v(t)
))



+


0

Γ
(
q(t)

)
W
(
q(t),v(t)

)[ 0
M
(
q(t)

)−1B
(
q(t)

)]
u(t).

(12)

Since

W (q,v)
[

0
M(q)−1B(q)

]
=W (q,v)B(q)

[
Im
0

]
(10)
= 0,

it follows that (12) is equivalent to

ÿ(t) = f1
(
t,y(t), ẏ(t),η(t)

)
+ Γ̄

(
y(t), ẏ(t),η(t)

)
u(t),

η̇(t) = f2
(
t,y(t), ẏ(t),η(t)

) (13)

for some f1 ∈ C (R × R2n → Rm), f2 ∈ C (R × R2n →
R2n−2m) and

Γ̄ (y0,y1,η) := Γ
(
[In,0]ψ−1(y0,y1,η)

)
.

The second equation in (13) is called the internal dynamics
of (1), (2), where η is the “state” and (y, ẏ) is the “input” of
the internal dynamics. For the structural investigation of the
internal dynamics, it turns out that f2 should be bounded in t
and that bounded parts of f2 should be treated like additional
inputs. With respect to all resulting inputs we may assume
input-to-state stability.

Assumption 22 We assume that the diffeomorphism ψ ∈
C 1(R2n →R2n) as in (11) exists and that f2 in (13) satisfies

f2(t,y1,y2,η) = f̃2
(
d(t),y1,y2,η

)
+w(t,y1,y2,η)

for some d ∈L ∞(R≥0 →Rp), f̃2 ∈C (Rp×R2n →R2n−2m)

and bounded w ∈ C (R×R2n → R2n−2m). Further assume
that f̃2 is locally Lipschitz continuous in η and that the sys-
tem

η̇(t) = f̃2
(
d(t),y1(t),y2(t),η(t)

)
+w(t)

is input-to-state stable with respect to the input (d,y1,y2,w).

We stress that d and w in Assumption 22 typically ac-
count for bounded disturbances and noise or modelling er-
rors. In particular, utilizing w in an appropriate way it is
possible to incorporate the bounded friction terms (cf. Sec-
tion 1.2) which may influence the internal dynamics, see
also the example discussed in Section 5.1.

Case r = 3: The derivation of the internal dynamics is
more involved in this case. Following the standard approach
presented e.g. in [29, Sec. 5] we may derive a local coordi-
nate transformation to a system of the form

y(3)(t) = f1
(
t,y(t), ẏ(t), ÿ(t),η(t)

)
+Γ

(
y(t), ẏ(t), ÿ(t),η(t)

)
u(t),

η̇(t) = f2
(
t,y(t), ẏ(t), ÿ(t),η(t)

)
.

(14)

We omit the details here. Note that in [29] it is assumed
that the considered system is time-invariant, i.e., g(t,q,v) =
g(q,v), but an extension is possible in our case provided that
all conditions hold uniformly with respect to the time t. Now
we arrive at the following assumption.

Assumption 23 We assume that the local diffeomorphism
corresponding to the coordinate transformation leading
to (14) can be extended to a global diffeomorphism and
that f2 in (14) satisfies

f2(t,y1,y2,y3,η)= f̃2
(
d(t),y1,y2,y3,η

)
+w(t,y1,y2,y3,η)

for some d ∈L ∞(R≥0 →Rp), f̃2 ∈C (Rp×R2n →R2n−3m)

and bounded w ∈ C (R×R2n → R2n−3m). Further assume
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that f̃2 is locally Lipschitz continuous in η and that the sys-
tem

η̇(t) = f̃2
(
d(t),y1(t),y2(t),y3(t),η(t)

)
+w(t)

is input-to-state stable with respect to the input
(d,y1,y2,y3,w).

3 Servo-constraints approach

The transformed system of (13) or (14) for relative de-
gree r = 2 or r = 3, respectively, can be used as an inverse
model for feedforward control in the control methodology
described in Section 1.4. Solving the respective first equa-
tion with y = yref for the input u yields the feedforward
control signal uff provided the internal dynamics are inte-
grated simultaneously. However, for higher relative degree
and multi-input, multi-output systems, the symbolic deriva-
tion becomes tedious and complex. Thus, the method of
servo-constraints introduced in [11] is applied to demon-
strate an alternative. Motivated from modeling of classical
mechanical constraints, such as bearing or kinematic loops,
the dynamics (1) are appended by m servo-constraints

h(q(t))− yref(t) = 0, (15)

which enforce the output to stay on the prescribed trajectory
yref ∈ W r,∞(R≥0 → Rm). This yields a set of DAEs

q̇(t) = v(t),

M
(
q(t)

)
v̇(t) = g

(
t,q(t),v(t)

)
+B
(
q(t)

)
u(t),

0 = h(q(t))− yref(t)

q(0) = q0 ∈ Rn, v(0) = v0 ∈ Rn, u(0) = u0 ∈ Rm,

(16)

to be solved numerically for the coordinates q and v and the
input u. We stress that the initial values x0,v0,u0 must be
chosen so that they are consistent and the desired trajectory
must be compatible with the possible motion of the system,
i.e., it is required that a solution of (16) exists on R≥0. Note
that (16) might have multiple solutions in the case that the
desired output trajectory can be achieved by choosing dif-
ferent state trajectories. This is for example the case for a
2-arm manipulator and redundant multibody systems. How-
ever, from a control perspective, any solution that generates
the desired output trajectory can be chosen. The freedom of
choosing any solution can be utilized to optimize e.g. input
energy. The chosen solution (q,v,u) : R≥0 → Rn ×Rn ×Rm

of (16) is used to define the feedforward control signal uff :=
u. As a consequence, if all the system parameters and initial
values of the multibody system (1), (2) are known exactly
and the control u = uff is applied to it, then the closed-loop
system has a solution which satisfies y = yref. However, this

result may not be true in the presence of disturbances, un-
certainties and/or modelling errors.

While classical mechanical constraints are enforced by
reaction forces orthogonal to the tangent of the constraint
manifold, the servo-constraints are enforced by the gener-
alized input B

(
q(t)

)
u(t) which is not necessarily perpen-

dicular to the tangent of the constraint manifold. Different
configurations are distinguished depending on the rank of
Γ (q) = H(q)M(q)−1B(q), see [12]. In case that Γ (q) is of
full rank, the system input can directly actuate the output
and the inverse model is in so-called orthogonal realiza-
tion. Note that this means Γ (q) ∈ Glm(R) and hence corre-
sponds to relative degree r = 2, cf. Section 1.3. Otherwise,
only rkΓ (q) components of the system input directly influ-
ence the system output and the inverse model is in so-called
mixed tangential-orthogonal or purely tangential realization.
While DAEs describing mechanical systems dynamics with
classical constraints are of differentiation index 3, the set of
DAEs (16) might have a larger differentiation index. As a
rule of thumb, the differentiation index is by one larger than
the relative degree of the respective system. More precisely,
this holds if the internal dynamics is modelled as an ODE
and not affected by a constraint, see [16]. This is the case
for systems modelled using generalized coordinates as con-
sidered here.

The high index DAEs (16) need to be solved numer-
ically, preferably in real-time in order to allow reference
trajectories to change in real-time. Since high index DAEs
are difficult to solve numerically, see e.g. [23], different in-
dex reduction strategies can be applied. In the context of
servo-constraints, index reduction by projection is proposed
in [12] and minimal extension is proposed in [1,9]. Apart
from index reduction techniques, different solvers are appli-
cable to solve the (index reduced) DAE system (16). Pos-
sible choices are general high index DAE solvers, e.g. de-
scribed in [23]. In the context of servo-constraints, the im-
plicit Euler method is proposed in [12]. Alternatively, a re-
formulation to an optimization scheme is proposed in [2].
The implicit Euler might damp out the internal dynamics
and cannot represent them accurately. On the other hand,
solving a reformulated optimization problem might not be
possible online. Here, we choose a 4-step backwards differ-
encing formula in order to represent the internal dynamics
accurately [14]. Real-time applicability and practical real-
ization of the proposed integrator are shown in [33]. In order
to verify the numerical solution of (16), it can be compared
to the ODE solution of the inverse model represented by ei-
ther (13) or (14).

The proposed forward time integration of (16) is pos-
sible for input-to-state stable internal dynamics which are
considered here. Note that the method of servo-constraints
is also applicable in the case of unstable internal dynamics
when the respective zero dynamics have a hyperbolic equi-
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librium point at the origin, cf. [17]. Then a stable inversion
is possible, which results in solving a boundary value prob-
lem or reformulating the boundary value problem to an op-
timization problem, see [18,39].

4 Funnel control

The feedback control design that we use in the present pa-
per is model-free and hence inherently robust. This is an ad-
vantage when we combine it with the feedforward control
part. For the feedback part we utilize a combination of a
recently developed funnel controller [5] with a funnel pre-
compensator [8]; for details on these individual concepts we
refer to the aforementioned works. Here we consider the re-
sulting controller structure as stated in [8] for the two cases
of relative degree r = 2 and r = 3 which reads as follows.

Case r = 2:
ż1(t) = z2(t)+

(
q1 + p1k2(t)

)
(Loy(t)− z1(t)),

ż2(t) = Γ̃ L−1
i u(t)+

(
q2 + p2k2(t)

)
(Loy(t)− z1(t)),

e0(t) = z1(t)−Loyref(t),

e1(t) = ė0(t)+ k0(t)e0(t),

k0(t) = 1
1−φ0(t)2∥e0(t)∥2 ,

k1(t) = 1
1−φ1(t)2∥e1(t)∥2 ,

k2(t) = 1
1−φ2(t)2∥Loy(t)−z1(t)∥2 ,

ufb(t) =−k1(t)Lie1(t),

(17)

Case r = 3:
ż1,1(t) = z1,2(t)+

(
q1 + p1k3(t)

)
(Loy(t)− z1,1(t)),

ż1,2(t) = z1,3(t)+
(
q2 + p2k3(t)

)
(Loy(t)− z1,1(t)),

ż1,3(t) = Γ̃ L−1
i u(t)+

(
q3 + p3k3(t)

)
(Loy(t)− z1,1(t)),

ż2,1(t) = z2,2(t)+
(
q1 + p1k4(t)

)
(z1,1(t)− z2,1(t)),

ż2,2(t) = z2,3(t)+
(
q2 + p2k4(t)

)
(z1,1(t)− z2,1(t)),

ż2,3(t) = Γ̃ L−1
i u(t)+

(
q3 + p3k4(t)

)
(z1,1(t)− z2,1(t)),

e0(t) = z2,1(t)−Loyref(t),

e1(t) = ė0(t)+ k0(t)e0(t),

e2(t) = ė1(t)+ k1(t)e1(t),

k0(t) = 1
1−φ0(t)2∥e0(t)∥2 ,

k1(t) = 1
1−φ1(t)2∥e1(t)∥2 ,

k2(t) = 1
1−φ2(t)2∥e2(t)∥2 ,

k3(t) = 1
1−φ3(t)2∥Loy(t)−z1,1(t)∥2 ,

k4(t) = 1
1−φ4(t)2∥z1,1(t)−z2,1(t)∥2 ,

ufb(t) =−k2(t)Lie2(t),

(18)

where

yref ∈ W r,∞(R≥0 →Rm), φi ∈ Φr−i, i = 0, . . . ,r−1, (19)

Γ̃ = Γ̃ ⊤ > 0, φr, . . . ,φ2r−2 ∈Φr−1 and Li,Lo ∈Glm(R). The
constants q1, . . . ,qr ∈ R are such that the polynomial

p(λ ) = λ r +q1λ r−1 + . . .+qr−1λ +qr

is Hurwitz, i.e., all roots of p(λ ) have negative real part.
Since p(λ ) is the characteristic polynomial of

A =


−q1 1
...

. . .

−qr−1 1
−qr 0

 ∈ Rr×r,

it follows that A is stable in the sense that all its eigenvalues
have negative real part. The constants p1, . . . , pr > 0 depend
on the choice of the qi in the following way: Let Q=Q⊤ > 0
and

P =

[
P1 P2
P⊤

2 P4

]
, P1 ∈ R, P2 ∈ R1×(r−1), P4 ∈ R(r−1)×(r−1)

be such that the Lyapunov equation

A⊤P+PA+Q = 0, P = P⊤ > 0

is satisfied. The matrix P depends only on the choice of the
constants qi and the matrix Q. The constants pi must then
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satisfy

p1
...

pr

= p ·P−1


P1 −P2P−1

4 P⊤
2

0
...

0

= p ·
(

1
−P−1

4 P⊤
2

)
(20)

for some p > 0. The purpose of the matrix Lo appearing
in (17) and (18) has already been discussed in Section 1.4.
The matrix Li is used to transform the controller output to
the physical domain of the input of the to-be-controlled sys-
tem. Overall, this yields a controller who is internally deal-
ing with dimensionless variables. Further note that the phys-
ical dimension of the design parameter p > 0 is the recipro-
cal of time.

The input u(t) of the multibody system (1) is given by
the sum of the feedforward control input, the feedback con-
trol input and possible input disturbances ud ∈ L ∞(R≥0 →
Rm), that is

u(t) = uff(t)+ufb(t)+ud(t). (21)

The situation is illustrated in Figure 4. By design, u is also
an input of the controllers (17) and (18) which leads to an
internal loop in the controller structure. However, this loop
may be resolved by inserting (21) as well as the defini-
tion of ufb into the differential equations in (17) and (18),
respectively. Further inserting the definition of the place-
holder variables ei, which are defined in terms of zi, j, φ( j)

i ,
y(i)ref and y, we obtain well defined differential equations. We
like to note that the derivatives ė0 and ė1 that appear in (17)
and (18), which also serve as short-hand notations, may be
resolved using the differential equations in (17) and (18) as
follows:

r = 2:
ė0(t) = z2(t)+

(
q1 + p1k2(t)

)
(Loy(t)− z1(t))−Loẏref(t),

r = 3:
ė0(t) = z2,2(t)+

(
q1 + p1k4(t)

)
(z1,1(t)− z2,1(t))−Loẏref(t),

ė1(t) = z2,3(t)+
(
q2 + p2k4(t)

)
(z1,1(t)− z2,1(t))

+ p1k4(t)2
(

φ4(t)φ̇4(t)∥z1,1(t)− z2,1(t)∥2

+φ4(t)2(z1,1(t)− z2,1(t))⊤
(
z1,2(t)

+(q1 + p1k3(t))(Loy(t)− z1,1(t))− z2,2(t)

− (q1 + p1k4(t))(z1,1(t)− z2,1(t))
))

(z1,1(t)− z2,1(t))

+
(
q1+p1k2(t)

)(
z1,2(t)+(q1+p1k3(t))(Loy(t)−z1,1(t))

− z2,2(t)− (q1 + p1k4(t))(z1,1(t)− z2,1(t))
)

−Loÿref(t)+ k0(t)2
(

φ0(t)φ̇0(t)∥e0(t)∥2

+φ0(t)2e0(t)⊤ė0(t)
)

e0(t)+ k0(t)ė0(t).

(22)

We stress that the feedback controllers (17) and (18)
are model-free, of (comparatively) low complexity, robust
with respect to modeling errors, uncertainties and distur-
bances, and by design they achieve prescribed performance
of the tracking error. In a slightly different structure, the con-
troller (17) for the case r = 2 was already successfully im-
plemented in [7], see also the discussion therein.

In the following we investigate feasibility of the con-
trollers (17) and (18) in the respective cases. To this end, we
define the high-frequency matrix function Γ of the multi-
body system (1), (2) as follows:

r = 2 : Γ (q) := H(q)M(q)−1B(q),

r = 3 : Γ (t,q,v) :=
[
H(q)M(q)−1 ∂g

∂v
(t,q,v)

+
∂ h̄
∂v

(q,v)
]
M(q)−1B(q),

for all t ∈ R and all q,v ∈ Rn. For feasibility it is necessary
that the high-frequency matrix is constant and, after multi-
plication with the design parameters Li and Lo, the product
is a positive definite matrix.

Assumption 41 We assume that the high-frequency matrix
satisfies Γ (t,q,v) ≡ Γ ∈ Glm(R), and further, LoΓ Li =

(LoΓ Li)
⊤ > 0.

We stress that Assumption 41 modifies that made in [5],
where Γ is assumed to be positive definite. The reason for
this modification is of practical nature: The physical do-
main of the inputs usually differs from that of the outputs.
As a consequence, the quadratic form corresponding to Γ
does not make sense from a physical point of view [31]. The
matrices Li,Lo ∈ Glm(R) are indeed used to achieve a phys-
ical dimension in which only time is involved. Therefore,
the quadratic form corresponding to LoΓ Li is well-defined.
Oftentimes, it suffices to choose Li and Lo as multiples of
the identity matrix or as appropriate diagonal matrices. Note
that Assumption 41 is satisfied for suitable Li and Lo, if M,B
and ∂g

∂v are constant and h is linear, but these conditions are
not necessary.

Additionally we need to assume that f1 appearing in (13)
and (14) is bounded in t and affine linear in ẏ or (ẏ, ÿ), re-
spectively, and that f2 in these equations is bounded in ẏ or
(ẏ, ÿ), respectively.

Assumption 42 We assume that f1 and, in view of Assump-
tions 22 and 23, f̃2 in the transformed system (13) and (14),
respectively, satisfy

f1(t,y1, . . . ,yr,η) =
r

∑
i=1

Riyi + f̃1
(
d(t),y1,η

)
+ v(t,y1, . . . ,yr,η),

f̃2
(
d(t),y1, . . . ,yr,η

)
= f̄2

(
d(t),y1,η

)
+Py2
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Multibody
System

+
Inverse
Model

Funnel
Controller

u(t) y(t)uff(t)

ufb(t)

yref(t)

ud(t)

Fig. 4: Controller configuration for the multibody system.

for Ri ∈Rm×m, i= 1, . . . ,r, P∈R(2n−rm)×m, d ∈L ∞(R≥0 →
Rp), f̃1 ∈ C (Rp ×Rm ×R2n−rm →Rm), f̄2 ∈ C (Rp ×Rm ×
R2n−rm → R2n−rm) and bounded v ∈ C (R×R2n → Rm)

such that the system

ξ̇ (t) = f̄2
(
d(t),y1(t),ξ (t)+Py1(t)

)
+w(t)

is complete with respect to the input (d,y1,w).

We are now in the position to state the feasibility result.

Theorem 43 Consider a multibody system (1), (2) with rel-
ative degree r ∈ {2,3} that satisfies Assumption 22 or 23,
respectively, the high-frequency matrix satisfies Assump-
tion 41 for some Li,Lo ∈ Glm(R), and the involved func-
tions satisfy Assumption 42. Further let q0,v0 ∈ Rn be ini-
tial values, yref and φ0, . . . ,φr−1 be such that (19) holds and
φr, . . . ,φ2r−2 ∈ Φr−1 be such that z1,e0,e1 as defined in (17)
or z1,1,z2,1,e0,e1,e2 as defined in (18), respectively, satisfy

φi(0)∥ei(0)∥< 1, for all i = 0, . . . ,r−1,

and

φ2(0)∥Loy(0)− z1(0)∥< 1, if r = 2,

φ3(0)∥Loy(0)− z1,1(0)∥< 1

and φ4(0)∥z1,1(0)− z2,1(0)∥< 1, if r = 3.

Let q1, . . . ,qr, p1, . . . , pr > 0 be such that (20) is satisfied for
corresponding matrices A,P,Q, and let Γ̃ = Γ̃ ⊤ > 0 be such
that

I −LoΓ LiΓ̃ −1 =
(
I −LoΓ LiΓ̃ −1)⊤ > 0 if r = 3. (23)

Finally, let uff ∈L ∞(R≥0 →Rm) be the feedforward control
input and ud ∈ L ∞(R≥0 → Rm) be an input disturbance.

Then the application of the funnel controller (17) (if
r = 2) or (18) (if r = 3), respectively, with input defined
in (21) to (1), (2) yields an initial-value problem, which has
a solution, and every solution can be extended to a maximal
solution (q,v,z) : [0,ω) → R2n+mr(r−1), ω ∈ (0,∞], where
z = (z1,z2) if r = 2 and z = (z1,1,z1,2,z1,3,z2,1,z2,2,z2,3) if
r = 3, which has the following properties:

(i) It is global (i.e., ω = ∞).
(ii) The input u : R≥0 → Rm, the gain functions

k0, . . . ,k2r−2 : R≥0 → R and q,v,z are bounded.
(iii) The functions e0, . . . ,er−1 : R≥0 → Rm and the compen-

sator errors y − z1 or y − z1,1,z1,1 − z2,1, respectively,
evolve in their respective performance funnels in the
sense

∃ε0, . . . ,ε2r−2 > 0 ∀ t > 0 :

∥ei(t)∥ ≤ φi(t)−1 − εi, i = 0, . . . ,r−1,

∥Loy(t)− z1(t)∥ ≤ φ2(t)−1 − ε2, if r = 2,

∥Loy(t)− z1,1(t)∥ ≤ φ3(t)−1 − ε3

and ∥z1,1(t)− z2,1(t)∥ ≤ φ4(t)−1 − ε4, if r = 3.

In particular, the tracking error e(t) = y(t)− yref(t) sat-
isfies, for all t > 0,

∥Loe(t)∥ ≤ φ0(t)−1 +φ2(t)−1 − ε0 − ε2, if r=2,

∥Loe(t)∥ ≤φ0(t)−1+φ3(t)−1+φ4(t)−1−ε0−ε3−ε4, if r=3.

Proof Fix r ∈ {2,3}. First note that, due to Assump-
tion 22 or 23, respectively, and Assumptions 41 and 42, sys-
tem (1), (2) is equivalent to

y(r)(t) =
r

∑
i=1

Riy(i−1)(t)+ f̃1
(
d(t),y(t),η(t)

)
+ v
(
t,y(t), . . . ,y(r−1)(t),η(t)

)
+Γ u(t),

η̇(t) = Pẏ(t)+ f̄2
(
d(t),y(t),η(t)

)
+w

(
t,y(t), . . . ,y(r−1)(t),η(t)

)
.

(24)

We proceed in several steps.
Step 1: We show that the closed-loop initial value prob-

lem has a solution and that it can be extended to a maxi-
mal solution. Note that ufb(t)=−kr−1(t)Lier−1(t) from (17)
or (18), respectively. Using the same technique as in Step 1
of the proof of [5, Thm. 3.1] it follows that there exist a rel-
atively open set D ⊆R≥0 ×Rmr and G ∈ C (D →Rm) such
that

ufb(t) = LiG
(
t,e0(t), . . . ,er−1(t)

)
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and(
0,e0(0), . . . ,er−1(0)

)
∈ D .

By (22) it then follows that each ei can be expressed in terms
of Loy and z, hence there exists a function G̃ ∈C (D̃ →Rm),
D̃ ⊆ R≥0 ×Rm+mr(r−1) relatively open, such that

G
(
t,e0(t), . . . ,er−1(t)

)
= G̃

(
t,Loy(t),z(t)

)
.

Using the notation Y (t) =
(
Loy(t),Loẏ(t), . . . ,Loy(r−1)(t)

)
,

the application of the controller (17) or (18), respectively,
to (24) with u(t) as in (21) therefore leads to

Loy(r)(t) =
r

∑
i=1

(LoRiL−1
o )Loy(i−1)(t)

+Lo f̃1
(
d(t),L−1

o (Loy(t)),η(t)
)

+Lov
(
t, L̄−1

o Y (t),η(t)
)
+LoΓ

(
uff(t)+ud(t)

)
+LoΓ LiG̃

(
t,Loy(t),z(t)

)
,

η̇(t) = (PL−1
o )Loẏ(t)+ f̄2

(
d(t),L−1

o (Loy(t)),η(t)
)

+w
(
t, L̄−1

o Y (t),η(t)
)
,

ż(t) = f3
(
t,Loy(t),z(t)

)
,

(25)

for some suitable function f3 ∈ C (D̄ → Rmr(r−1)),
D̄ ⊆ R≥0 × Rm+mr(r−1) relatively open, and L̄o =

diag (Lo, . . . ,Lo). It is clear that (25) can be reformulated as
a first-order system

d
dt

(
Y (t)
η(t)
z(t)

)
= F

(
t,
(

Y (t)
η(t)
z(t)

))
,

(
Y (0)
η(0)
z(0)

)
=
(

L̄oψ(q0,v0)
z(0)

)
,

with a suitable continuous function F : D̂ → R2n+mr(r−1),
D̂ ⊆ R≥0 × R2n+mr(r−1) relatively open. Furthermore,(
0, L̄oψ(q0,v0),z(0)

)
∈ D̂ . Hence, by [45, § 10, Thm. IX]

there exists a weakly differentiable solution of (25) satisfy-
ing the initial conditions and every solution can be extended
to a maximal solution; let (Y,η ,z) : [0,ω) → R2n+mr(r−1),
ω ∈ (0,∞], be such a maximal solution.

Step 2: We show that (Y,η ,z) also solves a closed-loop
system that belongs to the system class defined in [8, (24)].
Set

d1(t) := Lov
(
t, L̄−1

o Y (t),η(t)
)
+LoΓ

(
uff(t)+ud(t)

)
,

for t ∈ [0,ω) and d1(t) := 0 for t ≥ ω (if ω < ∞). Further
define

d2(t) := w
(
t, L̄−1

o Y (t),η(t)
)
, t ∈ [0,ω)

and d2(t) := 0 for t ≥ ω . By the completeness condition
from Assumption 42 we may infer that

ξ̇ (t) = f̄2
(
d(t),ζ (t),ξ (t)+PL−1

o ζ (t)
)
+d2(t),

ξ (0) = Φ(q0,v0)−PL−1
o h(q0),

has a solution ξ (·;ξ (0),d,ζ ,d2) : [0,∞) → R2n−rm for
all ζ ∈ C (R≥0 → Rm). Note that for the maximal solu-
tion (Y,η ,z) we have that ξ (·;ξ (0),d, [Im,0, . . . ,0]Y,d2) +

PL−1
o [Im,0, . . . ,0]Y = η . Now define the operator T :

C ([0,∞)→ Rm)→ L ∞
loc(R≥0 → R2n−(r−1)m) by

T (ζ ) :=
(
ζ⊤,ξ (·;ξ (0),d,ζ ,d2)

⊤+(Pζ )⊤
)⊤

.

Clearly, the operator T is causal (property b) in [8, Sec. 3])
and locally Lipschitz continuous (property c) in [8, Sec. 3]).
By input-to-state stability, which is due to Assumption 22
or 23, respectively, it follows that boundedness of ζ im-
plies boundedness of T (ζ ). Therefore, we may deduce prop-
erty a’) in [8, Sec. 3]. We may now rewrite (24) using the
operator T and equation (21) in the form

Loy(r)(t) =
r

∑
i=1

(LoRiL−1
o )Loy(i−1)(t)+d1(t)

+Lo f̃1
(
d(t),W (T Loy)(t)

)
−LoΓ Likr−1(t)er−1(t),

(26)

where W = diag (L−1
o , I2n−rm). With d̃ := (d⊤,d⊤

1 )⊤ ∈
L ∞(R≥0 → Rp+m) we find that (26) belongs to the class
of systems [8, (24)]. Hence [8, Cor. 4.1] yields feasibility of
the controllers (17) and (18), respectively. Since the max-
imal solution (Y,η ,z) is also a maximal solution of (26) it
follows that ω =∞. The statements (ii) and (iii) are also con-
sequences of [8, Cor. 4.1]. ⊓⊔

5 Simulations

We demonstrate the application of the combined feedfor-
ward controller, resulting from the servo-constraints ap-
proach (16), and feedback controller given by the funnel
controller (17) or (18). First, a single-input, single-output
system with relative degree r = 2 and r = 3 is considered.
Then, the control methodology is applied to a multi-input,
multi-output system with strict relative degree r = 2.

5.1 Mass on car system

We consider an example of a mass-spring system mounted
on a car from [40], see Figure 5. The mass m2 moves on
a ramp which is inclined by the angle α and mounted on
a car with mass m1, for which it is possible to control the
force u = F acting on it. Additional to the considerations
in [40] we allow for friction between the mass and the ramp
modelled by a friction term as discussed in Section 1.2. The
equations of motion for the system are given by[

m1 +m2 m2 cosα
m2 cosα m2

](
ẍ(t)
s̈(t)

)
+

(
0

ks(t)+dṡ(t)+FR
(
ṡ(t)
))=

(
u(t)

0

)
,

(27)
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Inv. model Sim. model
m1 (kg) 4 3.6
m2 (kg) 0.5 0.45
k (N/m) 10 8
d (Ns/m) 0.7 0.6

Table 1: Parameters for the mass on car system.

where x is the horizontal car position and s the relative
position of the mass on the ramp. The constants k, d are
the coefficients of the linear spring and damper, respec-
tively. The friction term is given by (5) with parameters
F0 = 0.31N, FC = 0.16N, cv = 10, cT = 0kg/s and vth =

1×10−7 m/s. The output of the system is given by the hor-
izontal position of the mass on the ramp,

y(t) = x(t)+ s(t)cosα. (28)

F

y

a=const

x

s

Fig. 5: Mass on car system.

The parameters chosen for the inverse model and the model
for forward simulation are shown in Table 1. The initial val-
ues are x(0) = s(0) = 0m and ẋ(0) = ṡ(0) = 0m/s. We fur-
ther choose Li = 1N and Lo = 1m−1.

Clearly, system (27), (28) belongs to the class (1), (2)
with a relative degree r depending on the angle α , cf. [40].
Here we consider two cases.

Case 1: If α = π
4 rad, then system (27), (28) has relative

degree r = 2 since

Γ = [1,cosα]

[
m1 +m2 m2 cosα
m2 cosα m2

]−1 [1
0

]
=

sin2 α
m1 +m2 sin2 α

̸= 0.

We show that Assumptions 22, 41 and 42 are satisfied. Fol-
lowing the procedure to decouple the internal dynamics pre-
sented in Section 2, straightforard calculations yield that the

diffeomorphism ψ in (11) is given by

ψ(q,v) =U
(

q
v

)
, U =


1 cosα 0 0
0 0 1 cosα

−cosα
sin2 α

−1
sin2 α 0 0

0 0 −cosα
sin2 α

−1
sin2 α

 ,
where (q,v) = (x,s, ẋ, ṡ). Hence, the state space transfor-
mation (y, ẏ,η) = ψ(x,s, ẋ, ṡ) of (27), (28) leads to the
system (13) given by (29), where m := m1 + m2 sin2 α
and β := cosα

sin2 α . Clearly, Assumption 22 holds with
f̃2(d,y1,y2,η) = Qη + R( y1

y2 ) and w(t,y1,y2,η1,η2) =( 0
FR

(
−η2−βy1

)
sin2 α

)
, since Q only has eigenvalues with negative

real part and hence η̇(t) =Qη(t)+R
(

y1(t)
y2(t)

)
+w(t) is input-

to-state stable w.r.t. (y1,y2,w). Furthermore, Assumption 41
is trivially satisfied and it is easy to see that f1 and f̃2 are
in the form as required in Assumption 42 and, as a linear
system, ξ̇ (t) = Q

(
ξ (t)+Py(t)

)
+ P̄y(t)+w(t) is complete,

where P = R
(

0
1

)
and P̄ = R

(
1
0

)
.

The reference trajectory is chosen as the path

yref(t) =

{
y0 +σ(t)

(
y f − y0

)
, t ≤ t f

y f , t > t f

parameterized by σ(t) and with the initial and final values
y0 = 0m and y f = 1m, respectively. The timing law of the
scalar parameter is chosen as

σ(t) =70
(

t
t f

)9

−315
(

t
t f

)8

+540
(

t
t f

)7

−420
(

t
t f

)6

+126
(

t
t f

)5

(30)

with final transition time t f = 1.8s. For the controller (17)
we choose the initial values z1(0) = 0, z2(0) = 0s−1, which
coincide with the initial value of the reference trajectory and
the funnel functions

φ0(t) = φ2(t) = 2(e−5s−1t +0.02)−1,

φ1(t) = (e−10s−1t +0.1)−1,

and Γ̃ = 0.15s−2. The parameters qi, pi are determined by
the coefficients of the Hurwitz polynomial

(λ +5s−1)2 = λ 2 +10s−1λ +25s−2,

by which q1 = 10s−1 and q2 = 25s−2. Therefore, A =[
−10s−1 1
−25s−2 0

]
and the Lyapunov equation A⊤P + PA =

−diag (1s−1,1s) has the solution

P =

[ 13
10 − 1

2 s
− 1

2 s 63
250 s2

]
,
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ÿ(t) =
m1 cosα

m2m

[
kη1(t)+dη2(t)+ kβy(t)+dβ ẏ(t)−FR

(
−η2(t)−β ẏ(t)

)]
+

sin2 α
m

u(t),(
η̇1(t)
η̇2(t)

)
=

[
0 1
−k

m2 sin2 α
−d

m2 sin2 α

]
︸ ︷︷ ︸

=:Q

(
η1(t)
η2(t)

)
+

[
0 0

−kβ
m2 sin2 α

−dβ
m2 sin2 α

]
︸ ︷︷ ︸

=:R

(
y(t)
ẏ(t)

)
+

(
0

FR

(
−η2(t)−β ẏ(t)

)
sin2 α

)
,

(29)

by which the choice p = 1s−1 leads to p1 = 1s−1 and
p2 = 125

63 s−2. Obviously the initial errors lie within the re-
spective funnel boundaries and therefore all assumptions of
Theorem 43 are satisfied, thus it yields that the combination
of feedforward control by servo-constraints and funnel con-
troller (17) is feasible.

We compare three different simulation scenarios. To this
end, we assume that the actual system (27) is subject to mod-
elling errors in its parameters and that the friction force FR
is unknown (and hence assumed to be zero in the reference
model for feedforward control). The perturbed parameters
for the actual model used in forward simulation are also
shown in Table 1. In the first scenario C1, the combination
of the feedforward control input computed from the servo-
constraints approach and the feedback control input deter-
mined by the funnel controller (17) is applied to the system.
In the second scenario C2, only the funnel controller (17) is
applied to the system. And in the third scenario C3, only the
feedforward control input is applied to the actual system.

The simulations over the time interval 0− 3s were per-
formed in MATLAB (solver: ode15s, rel. tol.: 10−14, abs.
tol.: 10−10) and are depicted in Figure 6. The performance
funnel and the tracking errors for scenarios C1–C3 are
shown in Figure 6a, while the output is shown in Figure 6b
and the input signals generated by the controllers in each
scenario are depicted in Figure 6c. It can be seen that the
feedforward control input in scenario C3 is not able to
achieve tracking performance within the prescribed funnel
boundaries in the presence of the modelling errors and un-
known friction. It should be noted that in case of no errors
and disturbances, the feedforward control achieves perfect
tracking. On the other hand, if only the funnel controller
is applied as in scenario C2, then the tracking error stays
within the performance funnel, however the generated in-
put signal has some undesired peaks. When the feedforward
control is combined with the funnel controller as in sce-
nario C1, then it can be seen that the desired tracking per-
formance is achieved and the input signal does not vary as
strongly as in scenario C2; in particular, no high peaks are
present.

For the favorable scenario C1, the states x and s are de-
picted in Figure 7a, and the spring force FS, the damping
force FD and the friction FR are shown in Figure 7b. It can be

seen that sudden changes in the friction force FR are present
which can cause peaks in the feedback control input.

Case 2: If α = 0rad, then system (27), (28) has relative
degree r = 3 since

Γ (ṡ) = [1,cosα]

[
m1 +m2 m2 cosα
m2 cosα m2

]−1 [ 0 0
−k −d −F ′

R(ṡ)

]
×
[

m1 +m2 m2 cosα
m2 cosα m2

]−1 [1
0

]
=

d +F ′
R(ṡ)

m1m2
̸= 0.

However, F ′
R(ṡ) is not well-defined at each ṡ, and in order to

satisfy Assumption 41 we require that Γ is constant. There-
fore, we assume in this case that the friction is not present,
i.e., FR = 0N in the inverse model as well as the actual model
in forward time simulation. The other parameters are equal
to the ones used in Case 1, see Table 1. It is then a simple
exercise (similar to Case 1) to show that Assumptions 23, 41
and 42 are satisfied, which is hence left to the reader.

The reference trajectory is chosen as

yref(t) =



61
3

(
t
ts

)9

− 563
6

(
t
ts

)8

+166
(

t
ts

)7

−

403
3

(
t
ts

)6

+
127

3

(
t
ts

)5

m, t ≤ ts

0.5cos(t − ts)m, t > ts ,

which ensures a smooth transition from the initial position
yref(0) = 0m to a cosine oscillation at ts = 2s with an am-
plitude of 0.5m. For the controller (18) we choose the initial
values zi, j(0) = 0s− j+1, i = 1,2, j = 1,2,3, the funnel func-
tions

φ0(t) = φ3(t) = φ4(t) = 3(e−2s−1t +0.02)−1,

φ1(t) = (2e−10s−1t +0.05)−1,

φ2(t) = (2e−20s−1t +0.005)−1

and Γ̃ = 0.4s−3. We note that (23) is satisfied since, using
the actual system parameters, Γ = d

m1m2
≈ 0.37/kgs, and

thus LoΓ Li ≈ 0.37s−3 < Γ̃ . The parameters qi, pi are deter-
mined by the coefficients of the Hurwitz polynomial

(λ +5s−1)3 = λ 3 +15s−1λ 2 +75s−2λ +125s−3,
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Fig. 6a: Funnel and tracking errors
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Fig. 6b: System output
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Fig. 6c: Control inputs

Fig. 6: Simulation of feedforward and feedback controllers
for the system (27) with α = π

4 rad.

by which q1 = 15s−1, q2 = 75s−2 and q3 = 125s−3. There-

fore, A =

[
−15s−1 1 0
−75s−2 0 1
−125s−3 0 0

]
and the Lyapunov equation A⊤P+

0 0.5 1 1.5 2 2.5 3
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1

Fig. 7a: States
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Fig. 7b: Forces

Fig. 7: States and forces for the combination of feedforward
and feedback controllers for the system (27) with α = π

4 rad.

PA =−diag (1s−1,1s,1s3) has the solution

P =

 58
5 − 1

2 s − 136
125 s2

− 1
2 s 136

125 s2 − 1
2 s3

− 136
125 s2 − 1

2 s3 1333
3125 s4

 ,
by which the choice p = 1s−1 leads to p1 = 1s−1, p2 =
1383
391 s−2 and p3 =

2230
333 s−3. The initial errors lie within the re-

spective funnel boundaries. All assumptions of Theorem 43
are satisfied, thus it yields that the combination of feedfor-
ward control by servo-constraints and funnel controller (18)
is feasible.

We compare the same three simulation scenarios as in
Case 1, with the same parameter variations of the simula-
tion model. Note that the funnel controller (18) is used in-
stead of (17) due to a relative degree r = 3 in this case. More-
over, we stress that the reference trajectory is different in this
case as it is not a smooth working point change but rather a
smooth transition to a cosine oscillation.
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Fig. 8a: Funnel and tracking errors
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Fig. 8b: System output
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Fig. 8c: Control inputs

Fig. 8: Simulation of feedforward and feedback controllers
for the system (27) with α = 0rad.

The simulations over the time interval 0−10s were per-
formed in MATLAB (solver: ode15s, rel. tol.: 10−14, abs.
tol.: 10−10) and are depicted in Figure 8 for scenarios C1–
C3. The tracking errors are shown in Figure 8a, the sys-

tem output in Figure 8b and the input signals in Figure 8c.
Similar to Case 1, it can be seen that the tracking error in
scenario C3 (only feedforward) leaves the prescribed per-
formance funnel, and the input signal in scenario C2 (only
feedback) has undesired peaks when compared to the input
signals generated in the other scenarios. In the end, the com-
bination of feedforward control and funnel controller as in
scenario C1 seems again the favorable choice.
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Fig. 9a: States
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Fig. 9b: Forces

Fig. 9: States and forces for the combination of feedforward
and feedback controllers for the system (27) with α = 0rad.

For scenario C1, the states x and s are depicted in Fig-
ure 9a, and the spring force FS and damping force FD are
shown in Figure 9b. It can be seen that strong variations
of the forces at the beginning cause strong variations of the
feedback control input.
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5.2 Planar robotic manipulator

We consider an example of a robotic manipulator as de-
picted in Figure 10. The robotic manipulator is planar and
consists of three rigid bodies. Bodies 2 and 3 model a ro-
tational manipulator arm connected by a passive joint. The
passive joint is modelled as a rotational spring-damper com-
bination with spring coefficient k and damping coefficient d.
The arm is connected to body 1 that moves on a linear axis.
Two actuators are available for control. The first actuator u1
moves body 1 on the linear axis, while the second actua-
tor u2 rotates the first manipulator arm. Thus, the system is
underactuated. Additionally, we allow for friction between
the mass m1 and the linear axis by a friction term as dis-
cussed in Section 1.2.

s

α

β

u1

u2

x

y

g
m1

m2, l2, I2

m3, l3, I3d

k s3

FR

Fig. 10: Planar rigid revolute joint robotic manipulator.

The first body is of mass m1, the second and third
body are of mass m2 and m3 with length l2 and l3 and
moment of inertia I2 and I3, respectively. The center of
gravity of body 3 is denoted by s3, as depicted in Fig-
ure 10. The friction term FR(ṡ) is given by (5) with pa-
rameters F0 = 0.49N, FC = 0.25N, cv = 10, cT = 0kg/s and
vth = 1×10−7 m/s. The vector of generalized coordinates is
chosen as

q(t) =

 s(t)
α(t)
β (t)

 , (31)

where s denotes the position of body 1, and the angular rota-
tion of bodies 2 and 3 is described by α and β , respectively.
The output of the multibody system is the end effector posi-
tion calculated by

r(t) =
[

l2 sin
(
α(t)

)
+ l3 sin

(
α(t)+β (t)

)
s(t)− l2 cos

(
α(t)

)
− l3 cos

(
α(t)+β (t)

)] . (32)

The equations of motion are derived using the Newton-Euler
formalism [37] and are of the form (1) with g,M,B given
in (33). As proposed in [38], the output (32) is linearized
for small angles β in order to simplify the analysis of the

Inv. model Sim. model
d (Nms/rad) 0.5 0.4
k (Nm/rad) 120 100

m1(kg) 3 3
m2 (kg) 3.438 3.438

I2 (kgm2) 0.0723 0.0723
l2 (m) 0.5 0.5

m3 (kg) 3.969 4.3659
I3 (kgm2) 0.2434 0.2434

s3 (m) 0.172 0.172

Table 2: Simulation parameters for robotic manipulator.

internal dynamics. For small angle β , an auxiliary angle γ
of the end effector position

γ(t) = α(t)+
l3

l2 + l3
β (t)

is introduced. This yields the approximated end effector po-
sition

rapp(t) =
[

(l2 + l3)sin(γ(t))
s(t)− (l2 + l3)cos(γ(t))

]
.

The end effector position can be obtained from the new out-
put y(t) which is linear in the states and can be split into
actuated and unactuated coordinates

y(t) =
[

s(t)
α(t)

]
+

[
0

l3
l2+l3

β (t)

]
. (34)

The system (1) with output (34) has relative degree 2 since

Γ (α,β ) =

[
1 0 0
0 1 l3

l2+l3

]
M(α,β )−1

1 0
0 1
0 0

 ∈ Gl2(R).

However, for the standard location of the center of gravity of
body 3, s3 =

l3
2 , the internal dynamics are unstable. Note that

in [38], a slightly different manipulator with fixed base and
4 links is considered. Nevertheless, the internal dynamics
of the passive last link are similar to the system considered
here. It is proposed in [38] to optimize the parameters of the
last link, namely mass m3, position s3 and its moment of in-
ertia I3, to obtain input-to-state stable internal dynamics.
From a mechanical design point of view, this can for exam-
ple be realized by adding counterweights. The optimization
result is taken from [38]. The parameters used for the sim-
ulation are summarized in Table 2 for the inverse model for
feedforward control as well as the simulation model used for
forward time simulation.

While the crucial structural assumptions for the appli-
cation of our controller design are satisfied, Theorem 43 is
not applicable here since Assumption 41 is not satisfied as



Combined open-loop and funnel control for underactuated multibody systems 17

M(α,β ) =

 m1+m2+m3 m3(s3 sin(α+β )+l2 sin(α))+
l2m2 sin(α)

2 m3s3 sin(α+β )

m3(s3 sin(α+β )+l2 sin(α))+
l2m2 sin(α)

2 I2+I3+
l22 m2

4 +l2
2 m3+m3s2

3+2l2m3s3 cos(β ) m3s2
3+l2m3 cos(β )s3+I3

m3s3 sin(α+β ) m3s2
3+l2m3 cos(β )s3+I3 m3s2

3+I3

 ,
g(ṡ,α,β , α̇, β̇ ) =

−m3(β̇ (α̇s3 cos(α+β )+β̇ s3 cos(α+β ))+α̇(α̇(s3 cos(α+β )+l2 cos(α))+β̇ s3 cos(α+β )))− l2α̇2m2 cos(α)
2 −FR(ṡ)

l2β̇m3s3 sin(β )(2α̇+β̇ )
−l2m3s3 sin(β )α̇2−dβ̇−kβ

 ,
B =

1 0
0 1
0 0


(33)

the matrix Γ (α,β ) is not constant. Nevertheless, the simula-
tions show that the our approach is feasible and the combina-
tion of feedforward controller and funnel controller works.
This may serve as a motivation for future research to extend
Theorem 43 to larger classes of systems which do not nec-
essarily satisfy the Assumptions 22, 41 and 42.

For the simulation we have chosen Li =

diag (1mkgs−2,1m2 kgs−2), Lo = diag (1m−1,1rad−1)

(and hence LiΓ (α,β )Lo is always positive definite) and the
straight reference path

rref,i(t) =

{
r0,i +σ(t)

(
r f ,i − r0,i

)
, t ≤ t f

r f ,i, t > t f
(35)

for each component i ∈ {1,2} of the end effector position
r(t), where the initial and final end effector positions are
denoted by r0 and r f , respectively. The path is parameterized
by the scalar parameter σ(t) ∈ [0 ,1], which has a timing
law given by the same polynomial as in (30) with transition
time t f = 6.4s. This ensures a smooth transition between
the initial end effector position r0 and the final end effector
position r f which are chosen as

r0 =

[
l2 + l3

0

]
and r f =

[
sin(α f )(l2 + l3)

−cos(α f )(l2 + l3)

]
with a final angle α f =

π
6 rad. The initial values of the robotic

manipulator are chosen as s(0) = 0m,α(0) = π
2 rad,β (0) =

0rad, ṡ(0) = 0m/s, α̇(0) = β̇ (0) = 0rad/s, which coincide
with the desired trajectory.

For the controller (17) we choose the initial values
z1(0) = (0, π

2 ), z2(0) = (0,0)s−1, the funnel functions

φ0(t) = φ2(t) = 2(5e−2s−1t +0.05)−1,

φ1(t) = (5e−10s−1t +0.05)−1,

and Γ̃ = diag (0.1,0.7)s−3. The parameters qi, pi are cho-
sen as in Case 1 in Section 5.1 as q1 = 10s−1, q2 = 25s−2

and p1 = 1s−1, p2 =
125
63 s−2. Obviously the initial errors lie

within the respective funnel boundaries.
We compare the same three simulation scenarios as de-

scribed in Case 1 in Section 5.1; in particular, the friction

is assumed to be unknown and therefore zero in the inverse
model for feedforward control. Moreover, we assume that
system (1) is subject to modelling errors in the spring and
damper constants and the mass m3, see Table 2. The per-
turbed mass is chosen to be 10% larger than the mass of the
inverse model.

The simulations over the time interval 0− 8s were per-
formed in MATLAB (solver: ode15s, rel. tol.: 10−14, abs.
tol.: 10−10) and are depicted in Figure 11 and Figure 12 for
the corresponding scenarios C1–C3. The funnel boundary
and the tracking errors are shown in Figure 11a, while the
end effector position r(t) as in (32) and reference rref(t) in
the x,y coordinate system are shown in Figure 11b. The com-
ponents of the input signals are shown in Figure 12a and b.
It can be seen that the tracking error in scenario C3 (only
feedforward) deviates very much from the desired tracking
performance determined by the performance funnel. This is
mainly due to the friction arising in the simulation model
which is not present in the inverse model. The input signal
in scenario C2 (only feedback) varies strongly and has un-
desired peaks, especially when compared to the input sig-
nal generated by the combination of feedforward control
and funnel controller as in scenario C1. Therefore, the latter
seems the favorable choice.

For scenario C1, the states s,α,β are depicted in Fig-
ure 13a, and the spring force FS, the damping force FD and
the friction force FR are shown in Figure 13b. It can be seen
that the friction force FR is dominates the spring and damper
forces. However, the controller is still able to keep the track-
ing error in the performance funnel.

6 Conclusions

We have considered the problem of tracking with prescribed
transient behavior of the tracking error for multibody sys-
tems which are modelled using generalized coordinates.
Friction terms were explicitly allowed in the model. We
restricted ourselves to systems with relative degree two or
three which have input-to-state stable internal dynamics.
The latter assumption was made precise in Section 2, where
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Fig. 11a: Funnel and tracking errors
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Fig. 11: Simulation of feedforward and feedback controllers
for the system (1) with output (34).

the internal dynamics of the multibody systems had been
decoupled. Following the two degree of freedom controller
design approach we combined a feedforward with a feed-
back controller. Using the method of servo-constraints, the
feedforward control input was computed on the basis of an
inverse model, see Section 3. The feedback controller is the
combination of a recently developed funnel controller [5]
with a funnel pre-compensator [8]. The latter is a favor-
able choice, since the resulting dynamic output feedback
is model-free and hence inherently robust. In Section 4 we
have proved the feasibility of the controller design. The re-
sults were illustrated by some typical examples of a mass on
car system and a planar robotic manipulator in Section 5.

Future research should focus on relaxing the Assump-
tions 41 and 42 which restrict the application of the con-
troller design. This became apparent in Case 2 in Sec-
tion 5.1, where we needed to assume that the friction is ab-
sent in order to satisfy the assumptions. Furthermore, the
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Fig. 12a: First components of control input
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Fig. 12b: Second components of control input

Fig. 12: Simulation of feedforward and feedback controllers
for the system (1) with output (34).

example of the robotic manipulator in Section 5.2 did not
satisfy the assumptions, but nevertheless we obtained satis-
fying results using the proposed control design.
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