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We consider generalized Calderén-Zygmund operators whose kernel takes values in the space of all
continuous linear operators between two Banach spaces. In the spirit of the T'(1) theorem of David
and Journé we prove boundedness results for such operators on vector-valued Besov spaces.

1 Introduction

Singular integral operators between spaces of vector-valued functions (i.e., functions that take their
values in some Banach space X) have been studied extensively in recent years. A major break-through
were theorems dealing with operator-valued Fourier multipliers between Lebesgue-Bochner spaces (e.g.
[18, 8]). These theorems require a special geometry of the underlying Banach spaces (the UMD property)
and a stronger notion of uniform boundedness, the so-called R-boundedness. In particular, they are not
applicable for non-reflexive Banach spaces. However it was observed by H. Amann [1] and L. Weis [17]
that these restrictions do not apply when working with vector-valued Besov spaces. In fact, Mihlin and
Hormander type Fourier multiplier theorems were obtained for the Besov spaces B‘;"I(X ), where X is
an arbitrary Banach space [6, 8]. Taking the point of view of convolution operators instead of Fourier
multipliers, T. Hytonen and L. Weis [11] have proved boundedness results for translation-invariant
operators on B;9(X). Again one does not need to impose any conditions on the geometry of X.

In this paper we want to move away from translation invariant operators to the study of non-
convolution type singular integrals of the from

(T (u) = x K(u,v)f(v)dv. (1.1)
Inspired by the famous T'(1) theorem of G. David and J.-L. Journé [2, 3] on the Ly boundedness of
operators (1.1) T. Figiel [4] has proved a T'(1) theorem for X-valued L, functions, where X has the
UMD-property. The kernels K are still scalar valued, however.

Recently T. Hytonen and L. Weis [10] gave a new proof of Figiel’s T'(1) theorem and extended it
to operator-valued kernels K. In addition to the geometric property of X they have to impose R-
boundedness conditions on the kernels that in general are stronger than just uniform boundedness. It
is the main goal of this work to show how the main ideas in the proof of T. Hytonen and L. Weis can
be used to obtain a 7'(1) theorem on vector-valued homogeneous Besov spaces, where the kernel K is
operator-valued. Since we don’t impose further conditions neither on the geometry of the Banach space
nor on the boundedness of the kernels, our result is in the same line as the work on operator-valued
Fourier multipliers and singular convolution operators described above. For an application of our result
to wavelets on vector-valued Besov spaces see [13].

In the scalar-valued setting, various authors (e.g. [5, 7, 14, 15, 19]) obtained results of the same spirit
as the T'(1) theorem of David and Journé for other scalar-valued function spaces, including homogeneous
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Besov and Triebel-Lizorkin spaces. The present paper gives a new proof of the known scalar-valued
results for homogeneous Besov spaces, which directly extends to the vector-valued situation. (In [9]
and [12], we show that we can apply the same methods of proof to obtain T'(1) theorems in spaces of
Triebel-Lizorkin type.) We note that, while Lemarie [14] and Torres [15] apply different methods, the
ideas used by Han and Hofmann in [7] are similar to ours. Han and Hofmann only deal with Besov
spaces with smoothness index s in (—1, 1), however.

2 Definitions and Notations

Throughout this paper X, Y, and Z are complex Banach spaces. The space £(X,Y) of bounded linear
operators from X to Y is endowed with the uniform operator topology. X' = £(X,C) denotes the dual
space of X. All our (possibly vector-valued) functions and distributions will be defined on RV for a
fixed positive integer N. Therefore the various function spaces E(RY, X) in this paper are denoted
simply by E(X). For example we write L,(X) for the Bochner-Lebesgue space L,(RY, X), p € [1,00],
equipped with its usual norm.

N :={0,1,2,...} is the set of all nonnegative integers. The conjugate exponent p’ of p € [1,00] is
given by 11—) + 1% = 1. For a multiindex o € NV, we write |a| = a; + -+ + ay. Also u® = u"! < ufy for
u=(u1,...,uy) € RN and 9 = 9 --- 83" where 0, = 6%1"

We write D(RY, X) for the space of all compactly supported smooth functions with values in X.
The Schwartz class S(RY, X) is the space of all X-valued rapidly decreasing smooth functions, endowed
with its usual topology. For D(RY,C) and S(RY, C) we also write D(RY) and S(RY) respectively. The
space S’'(RY, X) of all X-valued tempered distributions is defined as the space of all continuous linear
operators from S(RY) to X.

The Fourier transform F : S(RY) — S(RY) is defined by

(Fe)(u) = B(u) = / €= o ) s

RN

The operator T

We start from a continuous linear operator
T:SMRY) - S'RY, L(X,Y)).
The operator T can be identified with the continuous bilinear form
SRY) x SRY) = LIX,Y),  (¢,9) = (T9)(®).

In place of (T)y we also use the more suggestive notation <z/),T<p>. To T we assign an “adjoint”
operator
T : S(RY) = S'RN, L(Y', X)), (0, T'¢) = (o, T,

where the latter ’ designates the usual Banach adjoint of an operator in £(X,Y).

The associated kernel

Suppose now that K : {(u,v) € RN xRY :u #£ v} — L£(X,Y) is continuous. We say that T is a singular
integral operator associated with K if

(2 16) = [ o [ Koo (21)
RN RN

holds for all ¢,¢ € D(RY) with suppy N suppé = (. This means that, for each ¢ € D(RY), the

distribution T'¢ agrees almost everywhere on the complement of supp¢ with the continuous function

Jan K(-,v)¢(v)dv, defined on the complement of supp¢. It is clear from (2.1) that 7" is a singular

integral operator with associated kernel K’ given by K'(u,v) = K(v,u)’ for u # v.
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The class CZO, 4,

For n € N and v € (0,1] we consider the standard estimates
(SE,) K is continuously differentiable up to order n with respect to the first variable and
Co(K) = sup{|u — |Vl (03 K) (u,v)]| : u # v}
is finite for all multiindices o with |a| < n;

(SE,+.) K is continuously differentiable up to order n with respect to the first variable and

o e L0 = 8K w0
Ca,V(K) = sup |u_u0|y
lu —v| > 2|u —ug| >0
is finite for some multiindex « with |a| = n.

We say that T € CZO,, if T is a singular integral operator with associated kernel K satisfying
(SE,,) and (SE,+,). Note that T' € CZO,,+, does not emply that T/ € CZO,,4,.
If0<v<d<1, then
(SE;+1) = (SEnys5) = (SEny0).

Therefore CZO,, 4, is contained in CZOy4, if n+v > m+ p.
We will also use a weaker version of (SE, 1, ), namely the following Hérmander type condition for
tel,00):
(HE,.1+,) K is continuously differentiable up to order n with respect to the first variable and
p\oz|+u+N/t’ (/ H(a \( ) (K )Ht 1/t
- K ) (u,v) — (05 K)(uo, v dv) :
Cowt(K)=supq |u—uol” \Jocju—v|<2p
p > 2u — ug|
is finite for some multiindex o with |a| = n.
Observe that, if 1 < s <t < oo, then
(SEp+v) = (HEp+01) = (HE,4..5).

We write

Cntv(K) := min C, ,(K), Crtv,t(K) := min C, , (K).

lal=n |a|=n

Definition of T'(u®)

The action of T' € CZO,, 1, is not a priori defined on the function u + u® ¢ S(RY), but we can make
sense of the notion T'(u®) for |a| < n: We will define T'(u®) as a linear operator acting on

D"(RY) := {p € D(RY) : / u“p(u)du = 0 for all |a| < n}.
RN

For doing this we first observe that, if o € D*(RY), the distribution (-)*7"¢ agrees with an integrable

function on the complement of any neighborhood of suppy. A proof of this fact can be found in Section

4 (Lemma 4.2). Now choose 1 € D(RY) such that 1 = 1 in a fixed neighborhood of suppy and define

(7T = (. Ty + [ (1= b (') (w)du
Here the first term is given by the usual pairing between test functions and distributions and the
second term exists because ()*T"¢ is integrable on the support of 1 — . One can show that the
value of <(-)O‘,T’ g0> is independent of the actual choice of . Now we make the natural definition

(o, T(u®)) = (()* T'¢)' | € LIX,Y).



4 Kaiser: Calderén-Zygmund operators

The weak boundedness property

The closed ball with center u € RY and radius » > 0 is denoted by B(u,r). We say that ¢ is a
normalized bump function associated with the unit ball B(0, 1) if ¢ € D(RY) with suppp C B(0,1) and
|D%p||r.. < 1 for all |a] < M, where M is a large fixed number.! ¢ is a normalized bump function
associated with the ball B(u,r) if ¢(-) = r~Np(r~!(- — u)), where ¢ is a normalized bump function
associated with the unit ball.

The operator T is said to have the weak boundedness property provided that, for every pair of nor-
malized bump functions ¢, ¢ associated with any ball B(u,r) we have ||<¢>, T<p>|| < Cr—N.

The weak boundedness property describes the behavior of H<¢, T<p>H if the two bump functions are
associated with the same ball. But can one also say something if the two bump functions are associated
with balls of different size and location? The following result gives an answer to this question. Since
the proof is rather long and technical we postpone it to the last section of this paper. (For n = 0, part
(b) of Lemma 2.1 was proved in [10, Sect. 2].)

Lemma 2.1 Let k € N, a > 0, w € RY, and let ¢,¢ € D"(RYN) be normalized bump functions
associated with B(0,a) and B(w,2*a) respectively.

(a) If T € CZO, satisfies the weak boundedness property, then there is a constant Cy < 0o such that
for allv € RN

—N—v
{8 = o). Tlot: ~ oDl| < Cr g (14 154)

a2k
(b) If T € CZO,,4, satisfies the weak boundedness property and the condition T(u®) =0 for all |a| < n,
then there are constants Cy < oo and & > 0 such that for all v € RV,

|w]

—N-§
(e (- =), TI( — o)1) < og<azk>—N—n—u(1 + _> |

a2k

A resolution of unity

We will decompose our operator T into parts we can handle using Lemma 2.1. For this decomposition
we use test functions with special properties described in Lemma 2.2 below. For k = 0, Lemma 2.2 was
proved in [10, Sect. 2].

Lemma 2.2 Let k € N. Then there exist ® € DF¥(RYN) and such that the following properties hold:
o ® is radial and real-valued,

R
(u)

o U is supported in {3 <|u| <2},

)

v

0,

)

2

%

1 for

IN
IN

ul <2,

N[

* Y (20u)W(29u) =1 for all u € RN \ {0}.

Proof. Take any non-zero, real, radial ¢ € D¥(RY). (For the existence of such a ¢ see Remark
2.3 below.) Since ¢ is even, its Fourier transform is real. Then also ¢ := ¢ x ¢ is real, radial, and in

DF(RY). Moreover, qAS = 2 > 0. Since $ is radial and not identically vanishing, it is strictly positive on
some annulus 0 < a1 < |u] < ag. Taking as ® a suitable linear combination, with positive coefficients,
of dilates of o, we ensure the condition ® > 1 for % < |ul < 2.

Let {b\ be non-negative, supported in {% < Ju| < 2}, and with Zjezw(qu) =1 for u # 0. Now set
U (u) := 1h(u)/®(u) on {3 < |u| <2} and 0 otherwise. O

L If we are dealing with operators in CZOy, ., we always choose M > n.
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With &, ¥ as in Lemma 2.2 and j € Z, we denote
®;(u) =27V ®(277u), W(u) := 27N (277u)
and
Pif:=®;xf  Qif=VY;xf,  feSRY X).
Remark 2.3 In the proof of Lemma 2.2 we used a non-zero, real, radial ¢ € D¥(RY). To see that
such ¢ exists, let w € D**N~1(R) be non-zero, real, and have its support in (0,00). Then using polar

coordinates one can show that [y u®w(|u|)du = 0 for all |a| < k. Now take any non-zero, real, radial
# € D(RY) and let ¢ = w(| - |) * . Then ¢ has the desired properties.

3 Calderén-Zygmund operators on Besov spaces

Let Z(RY,X) be the space of all Schwartz functions ¢ € S(RY, X) such that (9%)(0) = 0 for all
multiindices o € N¥. Then Z(R¥M, X) is a closed subspace of S(RY, X). If Z/(RV, X) denotes the
space of all continuous linear operators from Z(RY) = Z(RY,C) to X, then S'(RY, X)/PRY, X) and
Z'(RN, X) are isomorphic (cf. [16, 5.1.2] and [11, Section 7]). Here P(RY, X) stands for the space of
all polynomials on RY with coefficients in X.

Homogeneous Besov spaces
Let ¢ € S(RY) such that ¢ is radial, equal to 1 in B(0,1), and supported in B(0,2). Now set ¢ =
¢ — 55w ¢(3) and p; =27Nip(277.), j € Z. Then > jez ©;() =1, i.ff £ 0. .

Let p,q € [1,00] and s € R. The homogeneous Besov spaces By ?(X) = B;*q(RN,X) is the space
consisting of all f € Z'(RY, X) such that

By H(Q_js”f*‘pj”mm)

is finite. As in the scalar-valued case one can show that different choices of ¢ lead to equivalent norms
and that B;?(X), endowed with |[-[|gs.a( v, is a Banach space. Moreover, as in the scalar-valued case
on can prove that

171

I€L ey (z)

Z(RY,X) C ByRY, X) C Z/(RY, X).

Extension of T'

Let X,Y be arbitrary Banach spaces and T : S(RY) — S'(RY, £(X,Y)) as in Section 2.
From T we derive a linear mapping 7 : S(RY) ® X — S'(RN,Y) : for x € X and ¢,9 € S(RY), we
let
(0 Tlo®al) = (4, To)r € V.
This makes sense, since (1, Tp) € L(X,Y). So T[p ® x] is a Y-valued tempered distribution and T is
well-defined on S(RY) x X. Now we extend T to S(RY) ® X by linearity. In the following we will not
distinguish between T and T.

Main result

Now we state our main result on the boundedness of singular integral operators on homogeneous Besov
spaces.

Theorem 3.1 Let n € N and v € (0,1). Suppose T € CZO,+, satisfies the weak boundedness
property and the condition T(u®) = 0 for all |a] < n. Then

(a) T extends to a bounded linear operator from B;’q(X) to B;’Q(Y) for each s € (0,n+v) and each
p,q € [1,00].

(b) If in addition T' € CZOp4, and T'(u®) = 0 for all |a] < n, then T extends to a bounded linear
operator from B;’q(X) to B;’Q(Y) for each |s| < n+ v and each p,q € [1,0].
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For the proof we will use the resolution of unity introduced in Section 2. For f € S(RY) and j, k € Z,
(PTP0) = (@ Tl D) = (@00 = 0.7 [ (- = 0)f(w)ae] )
= [ =) Tl@n — o) fe)de = [ Kpntuwo)f)de
R R

where Kj j(u,v) := (®;(- —u), T[®x(- — v)]) € L(X,Y). (Recall that ® is radial.)
In a first step, we show that the operators T associated with the kernels K ; are bounded from
L,(X) to L,(Y) for all p € [1,0].

Proposition 3.2 Suppose T € CZO,,+, satisfies the weak boundedness condition and T'(u®) =0 for
la| < n. The operator Tjiy ;. j, k € Z, defined by

Tivk,if = /]RN Ktk j(u,v)f(v)dv, feLy(X)NLe(X)

extends to a bounded linear operator from L,(X) to L,(Y) for all p € [1,00]. Moreover there is a
constant C' such that, for all 3.k € Z,

C(1+k), k>0,
1Tl < {02’“"“), k<0.
If in addition T' € CZOp4, and T'(u®) = 0 for |a] < n, then we have the estimate
T 0.4l < C27 I,

Proof. We consider the case k > 0. Then, for each v € RV,

L= oldo = [ (1@l =) 705 = (u= o)) e
RN

Ci(1+k) w NV
< = 1 -
= (G2J+k)N /]RN ( + a2i+k dv

:Cl(l+k)/ (1+ o)~ "dv.

RN

Here we have used Part (a) of Lemma 2.1 with ¢ = ®; associated to B(0,27a) and ¢ = ®;1(- — v)
associated to B(v,2%27a), where a is chosen such that supp® C B(0,a).

If k < 0, we use Part (b) of Lemma 2.1 with ¢ = @, associated to B(0,2/%*a) and ¢ = ®;(- — v)
associated to B(0,27%29%%q) to obtain

1Kk, (w0, w = )| do = H< gk (- = u), T[®;(- — u+v)])||dv
RN
022k(n+u) Kl —-N=4§
= (a27)N /]RN a2 dv
= Cp2kn) / (1+ o)~V do.
RN

Let f € L,(X) N Loo(X) and j,k € Z. Then for each u € RY

/H kg (U U)f(U—U)HydUS/ [ Kk (ww = v)||dv[ ], -

Therefore Ky j(u,u—-)f(u—-) € Li(Y) for each u € RY and, by substitution,

[ Koewstwu=ofu=vdo= [ Ko fwd.
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Hence we can estimate

/]RN Kjir(,v)f(v)dv Kiin (=) f(- —v)dv

Lp(Y) ‘

RY Ly(Y)
< [ e = o= 0 o
< C( + k)”flle(X)7 k > 0)
2K £l x), k<o0.

Since L,(X) N Loo(X) is dense in L,(X) for each p € [1, 00], the first part of the proposition is proved.
Now suppose that in addition 77 € CZO,4, and T'(u*) = 0 for |a| < n. We only have to consider
the case k > 0. For each u € RV, we use Part (b) of Lemma 2.1 for 7" to show that

/RN 1Kk, (= ) || dv < G270+ / (14 Jo) " dv.

RN

Now we proceed as above. O

In the next proposition we take a closer look at the “building blocks” from which we will construct
our operator.

Proposition 3.3 For every f € B;’q(X) and every k € Z, the series

> QuikTipraQuf 3.1)

lez
converges in B;’q(Y) if ¢ < 0o and always in Z'(RN)Y) to an element in B;’Q(Y), Moreover, we have
the estimate
C(1+K)275 | £l oay sy k>0,
S an - { (1:+ K21l >
ez By c2 11l 3y, k<0
If in addition T" € CZOp4+, and T'(u®) =0 for |a| < n, then

Z QuyrTi4r,1Quf

lez

< Ca MOl £l o ).
B(Y)

To prove Proposition 3.3 we will need the following lemma, which gives an estimate of the £,(L,(X))-
norm of (2”“362;€f)k€Z in terms of the Besov norm of f:

Lemma 3.4 For all p,q € [1,00] and all s € R we have that

(10 0x), |

Proof. Let ¢ be as in the definition of the homogeneous Besov spaces at the beginning of this
section. Taking into account the support properties of @; and ¥, we have that ¢; %« U, = 01if [j — k| > 2.
Hence

feBX).

g

k+1 k+1 k+1
19fl1, 00 = || 2 wrwrns| < 3 10xisn i <193 3 llosw e
j=k—1 j=k—1 j=k—1
and
k+1
e e, m), ), (7 3 el

<[l @7 + 14+ 29)]l]

B (x)

This proves the lemma. O



8 Kaiser: Calderén-Zygmund operators

Proof of Proposition 3.3. Again let ¢ be as in the definition of the homogeneous Besov spaces. Let

k € Z be fixed and F be a finite subset of Z. Then

Gk x> QuikTryniQuf = @jn * Wik x (TipraQuf),

leF leF

and @jp * Vi =0if |j — 1] > 1. Write F; = FN{j—1,j,7+ 1}. Therefore, for ¢ < oo,

H%Jrk * Z Qu+kTi+k, lefH < Z [@j+k * Prrr| HT“r’“’lQlfHLP(Y)
— IEF,
< csup||Tl+k 1l ZHQlfHL (X)
IEF;
1/q
< 3Cbup||Tl+k il (ZHQlfnL (x) )
IEF,
and
ZQ (J+k)sq Ojtk * ZQH—le-‘rk lQlfH
JEL ler
(3csup | Tos k1)) 22 (s ZHQlqu

JEZ leF;

< (3027 sup [Ty} 27 #1420 3277 Quf]
c P

JEF

This implies that the series (3.1) converges unconditionally in B;q(y)_ Indeed, for € > 0 choose a finite

subset of Fy of Z such that for all finite subsets F of Z \ {F,} we have that

Z 2_jquQJ’in,,(x) <ef

JEF

Then

HZ QukTivr, lef‘

—(j+k)s )
B(Y) (22 R RO

JEL

< Ckas
leZ

where ¢ is some constant not depending on F. So the series (3.1) is shrinking and therefore uncondi-

tionally convergent.
For convergence of (3.1) in Z/(RN,Y), let ¢ € Z(RY). Then

ZH<Qz+sz+k,leﬁ¢>H = ZH<Tl+k,lQlf7 Quert) ||

l€Z €7

< ZHTZ-HNQJHLP(Y)HQHW’H < sup [Ttk ZHQlfHL (X) HQHW)HL ,

leZ lez

=27 Sup||Tz+1cz||z:2 sz”QlfHL g(MZ)HQWWHLP,

I€Z

(27 Qif ], x))

< 27% sup || Tyn |
LEZ

I1EZ

I (S

,(2)

is finite by Lemma 3.4, and since ¢ € Z(RY) C B;S’q,(RN). So we have proved convergence of (3.1) in

Z'(RNY).
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Replacing F' by Z in (3.2) and (3.3) and using Lemma 3.4 we obtain » ., Qi1 xT112,1Q1f € B;‘vq(Y)

HZ Qz+kT1+k,lefH <2t sup 1Tkl £]
S

. > 55,9
B,S’qY Bp (X)
lez » ()

for all s € RY and all ¢, p € [1,00]. By Proposition 3.2,

e CL+k)27F, k>0
2 ks T < ’ -
T [Tl < {02k<n+”>, k<0
in the general case. If in addition 77 € CZO,,4, and T’ (u®) = 0 for |a| < n, then

278 sup || Thy || < C27F527 Flndv) < G Ikl(ntv=lsh
I€Z

This proves the claimed estimates. O
Finally we prove our main theorem on the boundedness of T" on homogeneous Besov spaces:

Proof of Theorem 3.1. (a) If s € (0,n + v), then by Proposition 3.3

ZHZ Qz+sz+k,lef’

kEZ l€Z

] <C 55.d ) 3 - 3.4
sy = Oz (3.4)

Therefore

Uf =Y > QuiTisniQif
kEZ I€Z,
converges in B;’q(Y) and defines a bounded linear operator U : B;’q(X) — B;’q(Y).
It is easy to see that U is an extension of 7. Indeed, let f € S(RM) ® X. Then

Uf =33 QuxPixTRQf =Y > QuPTRQf =TF. (3.5)

kEZ leZ lEZ kEL

(b) In the case that also T € CZO,4, and T'(u®) = 0 for |a| < n, (3.4) holds for all |s| < n + v.
Now we proceed as above. O

Remark 3.5 In part (a) of Theorem 3.1, instead of assuming T € CZO,, 4, it is sufficient to (SEo),
(SE,), and (HE, ;) for some ¢ € [1,00) with & < n 4 v. Part (b) is still true if one replaces the
assumption T, 7" € CZOy4, by (HE,,1, ) for both T and 7”. This follows directly from the estimates
in Section 4 used for the proof of Lemma 2.1.

Remark 3.6 In case (b) in Theorem 3.1, the operator U from (3.5) is the only extension of T that
is not only £(By*(X), By4(Y)), but also o(By?(X), B,," (X'))-to-o(By(Y), B> (Y')) continuous.

U is indeed U(Bf;q(X),B;S’q’(X’))—to—a(Bf;q(Y),B;S’ql (Y")) continuous, since U’ maps Bl;s’q/ (Y")
to B;S’q,(X’). To see this, observe that (Ti1x,1)'|1,,(v7) € L(Lp (Y'), Ly (X')) with norm < [|Tjyr ||

(cf. the proof of Proposition 3.2). Now it can be shown as in Proposition 3.3 that, for g € B;s’q/(Y’),

Ug=>" QuTir1) Quing € B};S’q/(X’),

keZ leZ

Uniqueness follows from the fact that, for each Banach space Z, the closure of S(RY, Z) in B34(Z) is
U(B;’Q(Z), B;S’q’(Z’))—dense in B;’q(Z)'
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4 Some Technical Lemmas

In this section let n € N, v € (0,1), and t € [1,00). We use the notation a < b if there is a constant ¢,
only depending on N, n, v, and t, such that a < cb.

We first state and prove a lemma we will find useful below. It deals with estimates for T’ if applied
to some bump function.

Lemma 4.1 Let T be a singular integral operator with associated kernel K satisfying (HE,4,). If
R >2p >0 and ¢ € D*(RN) with suppy C B(0, p), then

1 1/t ,
=N T o) (v tdv) < Chpvi(K <_)
(7 [ o il (2

N+n+v

In particular,

N+4+n+v

1 1/t ,
(ﬁ /R<|UI||UB(T/<P)(U)||tdv> Scnﬂ,t(K)H(pHLleBl(E)

for all multiindices § with |3] < n.

Proof. By mathematical induction, one can show that
D"(RN) = {p € DRY) : / (I%)(u)du = 0 for all |o| < n},
RN
where IT%p := I3~ ---I7" ¢ with

Uj

(Zjo)(u) == / p(v)dvj, je{l,...,N}

Let o € NV be chosen such that (HE,,4, ) holds. Then
K, v)pla)du = (<1)" | (@2K)(w0)(T*0) (u)du
RN RN

= (=" /_ (08 K) (u, v) = (93K)(0,0)](Z%¢) (u)du.

B(0,p)

Since

To)w) = [ K (v, u)p(u)du —[ K (1, 0)p (w)du
]RN RN

for almost all v ¢ B(0, p), we can estimate

([ lwowpa)”

R<|v|<2R
1 . l/t
<[ ([ e - @xos)e) i
B(0,p)
R<|u|<2R
Ju]?
< Copoa(K) / " ) () du
B(0,p) BN

a P’
< Corrt (BT, v

But HI"‘(pHLl < pN*‘"HcpHLOO and the first inequality is proved.
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Now let 4 be a multiindex with |3| < n. Then

(ﬁ /R<|u HUQ(TISQ)(U)H%) :
- (,i RLN / ||vﬁ(T’<p)(v)||tdv> .

2F R<|u|<2F+1R

p N+n+v , o© , 1/t
< Cuatll e () (S
k=0
Since Y52, 2FHIBI=n—v=N/t) < $7% '9=kt the second assertion is proved, too. O

The following corollary we use in our definition of T'(u®):

Corollary 4.2 Let T be a singular integral operator with associated kernel K satisfying condition
(HE,4,.1). Let ¢ € D*(RN), V some neighborhood of suppp, and B a multiindez with |3| < n. Then,
on the complement of V', (-)PT'p agrees with an integrable function.

Proof. Choose p > 0 such that suppy C B(0,p). Now Lemma 4.1 implies that
/ [v%(T") (v)]|dv < oc.
2p<|v|
Since K is continuous and B(0,2p) N V¢ is compact and disjoint from suppey,

A(O 20) Ve Huﬁ(T/(P)(U) ||d’l} < c0.

So the corollary is proved. O

We assume that all bump functions used in this section satisfy the appropriate estimates on the
derivatives up to order M, where M > n (cf. Section 2).

The operator T is said to have the weak boundedness property at 0 provided that, for every pair of
normalized bump functions ¢, ¢ associated with any ball B(0,7) we have H<¢,Tg0>|| < Cr~N. The
infimum over all such constants C' is denoted by Cy.p.p.(T).

Lemma 4.3 Let k € N, w € RY, and let p,¢ € D°(RY) be normalized bump functions associated
with B(0,1) and B(w,2*) respectively. If T € CZO, satisfies the weak boundedness property at 0, then

1+ k Ny
ool semnGer (1+5)

Here C1(T') = max{Cy.p.p.(T),Co(K),C,(K)}.

Proof. Let ¢y € D(RY) with suppy C B(0,4), 1 < 1, and ¢ = 1 on B(0,2). We write
k
(6, Tp) = (¢, Tp) + > ($[t(55) — Y(z=0)], Te) + (1 — ¥(5)], Tp) = A1 + Az + As
j=1
Then the weak boundedness property at 0 yields that

1AL S Cupp(T)27H.
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Since K satisfies (SEo),

||A3||—H/ o(u (5% / K(u,v)p(v)dvdu

_/ [¢(w)] 1K (u, v)|[l¢(v)|dv du
2 <l Jol<1

< Co||6]], Il 25 = 1 S Colr)2N

and

[A2]| =

/ V(%) — (57%7)] K(u,v)p(v)dvdu

RN

/ @l [ I o)le(w)ddu
J<|u\<2JJr2 lv|<1

< co<K>Z<2 Sy [ e,

j=1
< Co(K)k27FN,

It remains to estimate the decay of H<¢7 Te)|, is large. For this we will use (SE,). If |w| > 282
then ¢ and ¢ have disjoint support and, since [;n ¢(u)du = 0,

<¢,Tg0> = /RN o(u) /RN [K (u,v) — K(w,v)]p(v)dv du.

Hence, by (SE, ),
[T <) [ jotw) %wwdvdu

|w—u|<2k lv]<1 [w

Qku
< ) g ol el

|’LU| —N—v
< C (K)27kN (§> .

O

Lemma 4.4 [;et keN, weRYN, and let ¢, ¢ € D”(RN) be normalized bump functions associated
with B(0,1) and B(w,2*) respectively. If T € CZO, .y, satisfies the weak boundedness property at 0 and
the condition T (u®) =0 for all |a| < n, then

—(ntvN/E)
(6. T"0)|| < Ca(T)(24) N~ "‘”(1+—) .

Here Co(T') = max{Cuy.p.p.(T),Crtv,t(K)}.

Proof. Let us fix a function ¢ € D(RY) which is < 1, equals 1 in B(0,2) and vanishes outside
B(0,4). With this choice we write

(0, T0) = (99(50), T'p) + (1 = (). T'p) =: Av + Az

and estimate the second term A, with the help of Lemma 4.1:

42l < @l / (T @) (0)[dv S Copa (F)(28) N1,

k+1<|l}‘



Kaiser: Calderén-Zygmund operators 13

We investigate A; by further splitting it in two parts:

(@) (a)
m=((o- X T et re) + X OG0 = v+ e

la|<n

lee|<n.

Since T'(u®) = 0 for |a| < n and ¢ € D*(RY), we have ((-)*,T"¢) = 0 for all |a| < n. Hence A; 5 can
be estimated

el < 3 22O o), 0]

la|<n
= X I - o)
la|<n
(29)lol-n -
< “w)y - ]
Oélz<:n ol /2k+1<|v||v ( (P)(’U)” v

§ Cn-&-u,l (K) (2k)7N7n7V-

We turn to A; 1, which we again split in two parts:

Ay = i<(¢— 5> 2200 l6z) - vzl e )

=1 ja<n
(o)
(o= X 200 o)
la|<n '
=A111+ A1

Now, by Taylor’s formula,

||A1,1,1||<22“+2 YD) sup. H¢<a>|| / | (@) (v)|dv
27 <|v|<27+2

= lal=

k
< C,L+,,,1(K)(2k)7N7n71 Z 9(+2)(n+1) [(2j)7n71/ + (2j+1)7n71/]
j=1

k
S Cnp (K)(25) N0t Y Jo/0)

5 CnJrV,l(K)(Qk)_N_n_V

Finally, to estimate the remaining term A; ; 2, we use the weak boundedness property. Obviously both
(@) _

¢ and (¢ — 3, 1<y ¢ a!(o)(')“)w are supported in B(0,4), and 7x¢ is a normalized bump function

associated to this ball. Concerning the other function, we note that

() ()
@6<¢_ Z ¢T!(0)(.)a) =¢P — Z (‘Z (g))!(.)a—ﬂ.

a>p,la|<n

lo|<n
Hence, for u € B(0,4)

(o= ¥ 00w <

la|<n
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and, from Leibniz’ rule,

o[(o- ¥ E00r)u]| s B (),

0<pB<s

(@)
so that (¢ — >, <, 2O (o) is C(2F)"N "1 times a normalized bump function associated with

al

B(0,4), where C'is some constant independent of k. The weak boundedness property at 0 then gives
1ALl S Cuwpp. (T)(2) =V

Putting everything together, we have shown that
K. T"@)II < Ca(T)(25) =N 777,

To get the appropriate decay in |w|, we need to take into account the support properties of our bump
functions more carefully. For this let R := £|w| > 2*. Since 2¥ + 4R < 5R = |w|, the functions ¢ and
¥(-/R) have disjoint support, which means that ¢ (-/R) vanishes on RY. Hence

(6, T'¢0) = (¢l = ¥(-/R)], T" ),

and by Lemma 4.1,

I{6. T’ < |lé]l,, (/2R

5 QkN/t,

1/t
||<T'<,o><v>||tdv)

Cn+,j7t(K)(2R)_n_”_N/t,
S/ Cn+y7t(K)2kN/t’27kN(% |w|)*(n+V+N/t')'

<|v|

O

In the proof of Lemma 2.1 we will use the following notation. For r > 0 and w € RN we define the
dilation and translation operators on S(R™Y) by

drp =1~ N2p(r™h), Tup = (- —w).
Moreover we define the continuous linear operator 77, : S(RY) — S'(RY, L(X,Y)) by

(6, Th0) = (3(Twbrd, TTudr]), ¢, 0 € SRY).

With this definition we can reformulate the weak boundedness property as follows: The operator T' has
the weak boundedness property if and only if for all normalized bump functions ¢, ¢ associated with
the unit ball, the set {<¢,T;g0> cw € R, r > 0} is bounded.

If T is a singular integral operator with associated kernel K and ¢, ¢ are test functions with disjoint
support, then

(6, Th) = r~N{p(=2), Tle(-52)])

_N/ / (Y1) K (u, v) (2 ) dv du
RN JRN

= / d(u) K (ru+ w, rv + w)p(v)dv du.
n JRN

Therefore T}, is also a singular integral operator associated with the kernel K, given by
K (u,v) = rVN K (ru 4w, v + w).

If K satisfies condition (SE,), (SEn+.) or (HE, 4, ¢), then the kernels K7, satisfy the same condition
uniformly in w,r. In particular, if T € CZO,,4,, then so is T,,. It is clear from the definitions that
T(u®) =T'(u®) = 0 for all a < 3 implies that 77, (u®) = T"" (uP) = 0.
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Proof of Lemma 2.1. (a) We have that
<¢( - U),T[(p( - U)]> = <Tv¢7T[Tv4p]> = <61/a¢a T'L(}l[él/a<p]>

with aN/261/a<p ~ B(0,1) and aN/Zél/aqzﬁ ~ E(%, 2%). So we can apply Lemma 4.3.
(b) Choose ¢ € [1,00) so large that & < n + v and set § :=n+ v — &. Observe that

Ko, o) = e, Te) || = II{&, T"9)l]-

Now we can proceed in the same way as in (a), using Lemma 4.4. O

Remark 4.5 A careful study of the proof shows that one needs the following sightly weaker version
of the weak boundedness property: For each pair of normalized bump functions associated to the unit
ball, the set {(¢, T2 ¢) : w € RN, j € Z} is bounded.
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